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FOREWORD

The ACS SympostuMm Series was founded in 1974 to provide
a medium for publishing symposia quickly in book form. The
format of the Series parallels that of the continuing ApvANCEs
IN CHEMISTRY SERIES except that in order to save time the
papers are not typeset but are reproduced as they are sub-
mitted by the authors in camera-ready form. As a further
means of saving time, the papers are not edited or reviewed

~except by the symposium chairman, who becomes editor of

the book. Papers published in the ACS Symposrum SERIES
are original contributions not published elsewhere in whole or
major part and include reports of research as well as reviews
since symposia may embrace both types of presentation.
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PREFACE

The Fifth International Symposium on Chemical Reaction Engineering

has, as in past symposia, provided an excellent forum for reviewing
recent accomplishments in theory and applications. This international
symposium series grew out of the earlier European Symposia on Chemical
Reaction Engineering which began in 1957. In 1966, as part of the
American Chemical Society Industrial and Engineering Chemistry Divi-
sion’s Summer Symposium series, a meeting was devoted to chemical
reaction engineering and kinetics. This meeting highlighted the great
interest and activity in this field in the United States and led the organiz-
ers to join with the American Institute of Chemical Engineers and the
European Federation of Chemical Engineers in organizing International
Symposia on Chemical Reaction Engineering. The first symposium was
held in Washington in 1970 and was followed by symposia in Amsterdam
(1972), Evanston (1974), and Heidelberg (1976).

One of the most important features of all the symposia has been the
invited plenary review lectures. This latest symposium is no exception,
with nine review authors being carefully chosen so as to cover a broad
range of subjects with current interest in chemical reaction engineering.
In keeping with the international flavor of the meeting, four of the nine
authors of the plenary review lectures were from Europe.

The meeting format allowed three plenary review lectures each
morning and three parallel, original paper sessions in the afternoon. The
48 original research papers have been published under the title “Chemical
Reaction Engineering—Houston” as volume number 65 in the American
Chemical Society Symposium Series (1978).

We acknowledge financial support from the National Science Foun-
dation, the American Chemical Society—Petroleum Research Fund, the
Exxon Research and Development Co., Mobil Oil Corp., and Shell Oil Co.

Dan Luss VERN W. WEEKMAN, JR.
University of Houston Mobil R & D Corp.
Houston, Texas Princeton, New Jersey
March, 1978
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Chemical Reactor Modeling—The Desirable and the
Achievable

R. SHINNAR

City University of New York City College, 140th St. and Convent Ave.,
New York, NY 10031

I. INTRODUCTION

A significant number of reviews on reactor modeling were re-
cently published (1,2,3). However, my intent is not to review
current literature. What I want to do is present a rather per-
sonal overview of reactor modeling as a tool in the hand of the
designer and practitioner, and the role the academic can play in
helping the practitioner to improve his skills.

A few years ago, a panel of industrial practitioners con-
vened by NSF (4) came out with a statement, that most academic
work in reaction modeling has become both irrelevant and unnec-
cessary since the practitioner now has most of the tools he needs.
While I agree that chemical reactor modeling has made tremendous
progress in the last thirty years, I would hardly agree that our
job is really finished. There are a great number of challenging
and interesting problems that await solution. But there may be
justification to take stock as to what we can and cannot do with
our present tools while we try to identify the problems that
merit more attention.

II. GOALS OF MODELING

The concept of reactor modeling is used in a rather broad
sense by different people for different purposes. But there is
one underlying thread to industrial use of models. It is a meth-
od to translate existing information and data to useful predic-
tions for new conditions. Such predictions might involve:

1. scaleup from pilot plant to a large reactor

2. behavior of different feedstock and new catalysts

3. effect of different reaction conditions on product
distribution

4. prediction of dynamic trends for purposes of control

5. Optimization of steady state operating conditions

6. better understanding of the system that may lead to
process and design improvements

0-8412-0432-2/78/47-072-001$09.00/0
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These goals are in no way exclusive, but we should not over-
look the fact that our goal is sound predictions. We want to be
able to predict reactor conditions and outputs for inputs and de-
sign conditions for which we have no previous data. Otherwise a
table of previous results would be just as informative for a
practical application. To apply such predictions to design we
also need to know the confidence limits of our predictions or the
risk we take in basing our design on them.

The first question the reader might ask is: why do I bring
this up? If we can develop a proper mathematical description of
a chemical reactor we should be able to use it for any purpose we
want. This brings us to the basic problem of chemical reactor
modeling. Most chemical reactors of interest are too complex to
be given an exact mathematical formulation. We assume that there
exists a true mathematical relation,

Z = M (%) 0

that relates the output variable of the reactor Z to all the in-
put variables. We include here in X the properties of the feed
» the fixed design variable of the reactor itself , and the
adjustable parameters of the reactor . We also assume that
MK% can be broken up into a relation descriking the reaction ,
rates as a funtion of local concentration MK and a relation
describing all the transport processes occurring in the reactor.

But while (X) exists, it is in most cases_inaccessible,
and we must settle for an approximate description . We often
do not know the complete dimension of the vector X. at dis-

tinguishes chemical reaction modeling from many other fields of
engineering such as distillation, servo mechanisms apd electronic
equipment, is the fact that the difference between M§¥mand MER is
much larger. This applies both to and :5. Even ple chemi-
cal reactions involve complex mechanisms and after 50 years we
still do not completely understand the formation of ammonia, one
of the first industrially used catalytic reactions. But we have
the data and tools to describe that reaction, for the purpose of
modeling an ammonia reactor (5,6,7). While we have in many cases
a much,better theoretical formulation for that does not mean
that is accessible. The solution of the Navier Stokes equation
for a stirred tank is too complex to be useful. Again we have to
settle for some simplified models that will, in most cases, work
remarkably well. The term modeling implies just that. We de-
scribe a complex system by a more siwple one, which, hopefully,
contains the essential features of

*

The fact that can be consideribly different from and

still give useful predictions, implies that finding a useful ap-
proximation is not a unique process. In fact, successful

modeling, just as many other engineering design activities, is
part science and part art. We always present it in our papers
as a straightforward process whereas, in reality, it is an
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iterative process involving considerable judgment.

Engineering is different from science in the sense that we
design equipment with incomplete information. Modeling is the
art of predicting reactor performance based on incomplete
knowledge of . It is an art in the sense that it requires
experience and judgment to formulate M%R and evluate its relia-
bility. And just as the art content of engineering can be re-
duced (though not eliminated) by proper research and a scientific
approach, so can the art content of modeling. But if we want to
progress further we require better understanding of the modeling
and the design process itself.

III. CLASSIFICATION OF MODELS

Some of the confusion in many discussions on the value of
academic modeling research is caused by the fact that we apply
the term chemical reaction modeling to procedures with rather
different goals. Let me try to classify them.

1. Predictive Models
Our overall goal in applications is always a prediction, and
final models are judged by their predictive capabilities. Here
I distinguish between two cases:

a) Interpolation models
b) Design models

In the first case we have a large number of data and we want to
organize them in proper form. The basic feature of an interpo-
lation model is that the vector X for which a prediction is de-
sired is surrounded by values of X for which Z is measured. In
the design case this is not true. We want not only to correctly
predict Z far outside the X range where measurements are avail-
able, but also to minimize the risk of asking a wrong prediction.

2. Learning Models
Modeling is an iterative process. We do not set up & final model
immediately; we develop it in stages. I refer to any intermedi-
ate step as a learning model. A learning model is helpful in
setting up a proper final model in several ways.

a) It provides us with proper structural relations
between the variables. This is important in any
statistical correlation, and in identifying a
model based on observation.

b) It helps us understand the modeling process
itself by illuminating the relations between
simpler models and more complex systems.

c) It provides guidance for efficient experimentation.
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a) Structure of Relations

The main difficulty in deriving a correct predictive model
for many chemical reactors is the complexity of the system. There
are two types of complexity in modeling. One is mainly computa-
tional. An electronic filter constructed from carefully designed
and checked subsystems is a good sample. Here, we can construct
deterministic models that reliably predict the behavior of the
system. In the other type, such as in models for social and
economic problems, the main difficulty is proper identification,
and the best we can often hope for is some simple statistical
correlations. Many systems are somewhere in between these ex-
tremes. In Table I I tried to provide a ranking of different
complex systems.

Deterministic Statistical

Models Correlations

Electronic Filters Distillation Chemical Social

Servomechanisms Columns Reactors Sciences
Piping net econometrics
works

Table I - Classification of Models

Well designed distillation columns are close to electronic
filters and while complex their performance can be well predict-
ed from thermodynamic data. The complexity of chemical reactors
varies from case to case. The performance of a well designed
methanol or ammonia reactor can be predicted as well as that of
a distillation column, whereas in more complex systems the risks
of predictions is greater. In some sense identification of
chemical reaction models has some features of a purely statisti-
cal correlation. Even in a simple well defined system such as
isomerization of xylene (25) where we can measure all reaction
rates and their activation energy accurately, predictions are
only reliable within the range of temperatures for which we have
data. At higher temperatures other reactions may become import-
ant. There is however a very basic difference between statisti-
cal identification in econometrics and reaction modeling. In
the latter we know much more about the structure of the system,
and furthermore, we have a much.greater ability to conduct care-
fully controlled experiments. With enough effort we may move
any chemical reactor model fromthe right to the left of the
scale. It is in providing an inside to the structure of the
system that purely deterministic learning models play a very
significant role in reaction modeling. To illustrate that I
bring a rather simple example. Consider James Wel's attempt to
draw an elephant using Fourier transform.

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
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An intelligent eight year old kid will recognize in this draw-
ing the main features of an elephant, provided he has been to
the zoo or at least seen several pictures of elephants. Our hu-
man mind has a great capacity of pattern recognition, but it
needs a storage of relevant information. The experienced en-
gineer acquires this in the course of his work. Well defined
intelligent deterministic models of chemical reactors played

a significant role in advancing the state of the art and pro-
viding us with a structural framework for deriving predictive
models. They provide guideline for the experimentation re-

quired to set up models both for_chemical reactions (ﬁk) as
well as for the reactor (MR and MKR)‘

If we want to understand the effect of temperature on re-
action rate it is generally more efficient to plot 1ln r versus
1/T, where r is the rate to be correlated and T is the tem—
perature, even if the overall mechanism is complex and the re-
lation is far from being a straight line. Obtaining suitable
structures for semiempirical correlations is one of the most im-
portant goals of theoretical modeling. One very valuable result -
of mechanistic models for chemical reactions was to suggest a
good structure for correlating reaction rates (8). Proper model-
ing will also give us an idea of the range over which a relation
will hold (9). We are especially interested if relations have
sudden steep changes or discontinuities. Thus, it is helpful
to know if a reactor may have multiple steady states, and what
the approximate form of the relations governing these states
are. This is important even if we do not have sufficiently de-
tailed knowledge to exactly predict them.

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
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To be useful as a guideline in experimentation a good de-
terministic learning model should be more complex and richer
than the simpler model we often have to settle for in actual
industrial modeling. But it should not be too complex otherwise
it becomes useless for pattern recognition. Construction of
learning models with just the right kind of complexity for a
given purpose is an art, and here we all owe a debt to N.
Amundsen.

b) The Relations Between Simple and Complex Models

Academic modeling is often concerned with the way simpli-
fied models approximate more complex systems. Here, we are try-
ing to understand the nature of the complex systems and the way
simplified models approximate them. The constraints that apply
to successful predictive models do not necessarily hold, since
our goals are simply to understand the overall system better.

By understanding the more complex model, we also learn about the
nature of the simplification process.

In predictive modeling of reactors we are always faced with
the choice of a proper compromise. We require a model complex
enough to contain the essential features of the process and sim-
ple enough to allow us to measure the parameters in a reliable
way.

We are helped in this simplifying procedure by setting up a
much more detailed model of the process, guessing a reasonable
range of values for its parameters. This will show us which pa-
rameters are important and which have a small effect, and which
timescales are important (10). If the timescale of any process
within the more complex framework is small we can either neglect
this effect or make the assumption of a pseudosteady state. And
if one parameter shows little effect over the range of values
that it will reasonable have, we can skip the effort to measure
it accurately. These are essential steps in every modeling pro-
cess. But this more detailed model can also be useful in test-
ing our identification modeling and design procedure. Having
formulated it we can pretend we don't know it and that it is
inaccessible to us in the same way the real process is. We can
then perform on it, using a simulation, the same identification mo-
deling and design procedure that we would apply to the real caself
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our method works for a set of such models, we gain added confi-
dence that it will work for the real unknown . I found this
very helpful in evaluating design of process controllers (11, 12)
and I will cite briefly two other examples for illustration.

In the design of stirred tank reactors the model of an ideal
stirred tank is a useful approximation. To understand when it
breaks down we can set up more complex models of the mixing pro-
cess (13) and of the kinetics and estimate the effect of mixing
time. The fact thatour complex model does not represent a real
reactor is not that important, since all we want is an estimate
of the importance of the mixing time. On the other hand, we
can not use this complex model to predict the effect of imper-
fect mixing in a quantitative way.

Another example is a dynamic model for an exothermic reac-
tion in a catalytic packed bed reactor such as an ammonia reac-
tor or a hydrotreater (14, 15). In the steady state we can ne-
glect the complex transport processes between the gas and the
particle and inside the particle and lump them into an overall
local reaction rate.

In a dynamic model, we can no longer neglect the heat and
mass transfer processes between the gas and the catalyst. A
real detailed description of the unsteady state process inside a
particle is rather complex. We have a number of dynamic models
for packed bed reactors (14, 15). What we can learn from them,
is that the dominant timescale is the heating time of the cata-
lyst phase. The response of the catalyst phase to changes in
temperature is slow as compared to the residence time of the
gas. This simplifies our modeling. We can set up a model which
treats the catalyst as an inert heatsink (14) and assumes that
the reaction occurs with the rate that would prevail at steady
state at the local average temperature and concentration of the
system. This gives approximately the same response as a more
complex model which takes into account the effect of both heat
and mass transfer processes inside the catalyst particle (13)
(see Fig. 1 from ref. 16). This is reasuring as otherwise we
would have trouble in estimating the proper data for our model.
Now let us remember: None of the models, even the most complex
ones, describes accurately a specific reactor.

1 J—

To
To

- A Foss&Crider Model
L B Liu& Amundson Model

) ] | L 1 - Figure 1. Response of an adiabitic exo-
10 20 30 40 50 thermic packed bed reactor to a step-
time (mi) input in feed temperature
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We often make the mistake of assuming that more complex models
describe reality more accurately, which is sometimes but not
always true. But as I noted previously, such models still serve
a very important purpose.

¢) Guidance for Efficient Experimentation

Models are an important tool in guiding the experimenta-
tion required to set up a predictive model. We have some limits
as to what and how many experiments we can carry out. The most
efficient procedure is iterative in which initial results are
used to determine the range of conditions for which further re-
sults are required and what space of and X, should be investi-
gated to give us confidence for our predictions. By trying to
model the final reactor we will find that certain parameters
have very little effect, whereas others are critical. In that
sense proper modeling is an iterative procedure. We already
mentioned the problem of finding a proper structure for kinetic
relations, and the problem of estimating the dominant parameters
and timescales.

Consider, for example, the vast literature on transport
processes inside catalyst particles (10, 17, 18). If we want
to predict the actual performance of a specific reactor we will
find it very hard to get all the parameters that some of the ex-
tensive models require. But they will provide us with several
important bits of information. In catalytic reaction we cannot
directly measure intrinsic kinetics and they guide us in design-
ing experiments in which diffusion effects are minimized (13,
14). They will also tell us that for certain types of reactions
we can safely predict the performance of a packed bed reactor on
the basis of a micro reactor, while for others we cannot. If
the reaction is highly exothermic and there is a chance of mul-
tiple steady states, we might require experiments at flowrates
similar to the large reactor. We often cannot accurately predict
the occurrence of multiple steady states in a catalyst particle,
nor do we want to. We want to avoid them, and to assure that we
need reliable experiments. Theory provides a framework for them
It is also useful in guiding the development of better catalysts.

Learning models are also used as diagnostic tools. When a
large reactor does not perform as expected, we try to find out
why. Experiments in large reactors are expensive and we can
make them more effective by investigating potential reasons for
the deviation by modeling. We are interested here in identifying
which of the potential causes would have the proper timescale and
magnitude.

One of the most important uses of learning models is in
suggesting new experiments. We do not perform experiments at
random, and any suggestion as to what might lead to an improve-
ment is very valuable. Mechanistic models for catalysts or
chemical reactions are not very reliable to actually predict
reaction rates or even the effect of variables on reaction rate.
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But in development we are content with useful leads, and here pro-
per modeling and understanding of the fine scale processes inside
a catalyst particle (17, 18), the mechanism and potential inter-
mediates, can be very helpful.

Sometimes such leads prove to be successful despite the
fact that the underlying theory is proven to be wrong. As a the-
oretician, I find it sobering to remember that some of the most
important inventions came from wrong models or theories. My fa-

vorite example is the case of unstable combustion in a solid pro-
pellant which was a serious problem in World War II. The problem
was solved by a totally unrelated experiment. A wrong computer
program predicted that a small percentage of aluminum powder would
increase the specific impulse of such propellants. The specific
impulse actually decreases for small percentages of aluminum but
the investigators noted that the pressure trace was uncommonly
smooth. Addition of aluminum powder solved the problem of insta-
bility and in large percentages even increased the specific im-

pulse. There are a number of theories explaining this, one of
them mine, but I am not convinced anyone is really correct.

We therefore have to carefully distinguish between learning
models and design models. Many practitioners judge academic work
by their standards and do not realize the value of learning mod-
els. Perhaps it is also our fault as we seldom take the time to
translate the meaning of our results in a way that makes them
easily accessible to the practitioner.

We will devote the rest of the paper to the methods and
problems of deriving predictive models and will start with models
based on simple statistical correlations.

III. CORRELATION MODELS

In some cases purely correlational models are quite effect-
ive. Understanding the nature and limitations of correlation mod-
els also helps us to better understand the limitations of reaction
modeling itself.

If we have an industrial reactor operating we can get a
purely empirical model that will correlate outlet concentrations
as a function of pressure, inlet temperature, inlet concentration
and other operating variables. For some reactors such a model
properly constructed can be rather good, as long as the new X is
within a certain space of X. If the function Z-MKR(X) is well de-
fined and smooth for a subspace of X, then we can find succes-
sive approximations, either linear

Z, = a,.X (2)

or quadratic

z; -Zaijxj +‘¢<_bijkxjxk (3)
h| jk

*
which give a good approximation of the real model MKR and I know
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some rather successful industrial models of this type.

Models of this type are sometimes useful in optimization
when the real relations are complex such as in polymerization
reactors., There it is often hard to express desired properties
of the final product in terms of reactor variables,(19).

In the case of an adiabatic ammonia reactor is not a
well defined smooth function as it has a disgontinulty of blow
out condition. But even in the range where MKR is well defined,
approximations of MKR of the type given by 4a and 4b have strong
limitations as they refer only to fixed designs.

It is always preferable to use models which have a stronger
content of our knowledge about the physics and chemistry of the
process. We normally do that by breaking up into a kinetic
model that relates local reaction rates to local concentra-
tions, temperature, pressure and catalyst conditions, and a re-
actor model MR that quantitatively describes the transport pro-
cesses and heat and mass balances in the reactor. While in many
cases we have the tools to derive an approximation for from
first principles, we can very seldom do that for M§. Aside from
a few cases of gaseous reactions, we cannot predic . For the
reactor modeling we have to accept the fact that reaction rate
expressions are empirical correlations. What the study of reac-
tion mechanisms has contributed to us is some a priori informa-
tion as to what form might have.

In some sense many of our successful reaction models, es-
pecially for complex cases are really refined correlation mod-
els. That does not mean that we should obtaih them by a straight-
forward statistical approach. A proper MK should contain not
only the stochiometric and thermodynamic Constraints, but should
be based on a maximum of physical information. In this way we
obtain reliable information for a wide space of X with a much
smaller number of experimental measurements, than a straight-
forward correlation would require. What I mean by a refined
correlation model is that if we have to extrapolate far outside
the range of measured X, we will get estimates which are valuable
as guidelines for experimentation, but not reliable enough for
design. We cannot a priori predict what side reaction would oc-
cur at higher temperatures or pressures.

By looking at models in the way a statistician looks at
building models and confirms them, one can gain some insights
and it might be time to start to combine the best features of
both approaches. Let me cite some examples:

a) Spurious Correlations
One important problem in all model building is in identi-
fying and verifying the important parameters. Choosing the set
of X which predicts Z is already a model and it is probably the
most important decision we make. If we just empirically try dif-
ferent sets of X, we might get clues as to which parameters are
important; but we also can get wrong results that have a totally
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different meaning than implied by our relation and are therefore
of little predictive value. For example, in a recent paper (20),
the author tried to statistically correlate the results of coal
gasification rates from various sources with greatly different
coals. This correlation is plotted in Fig. 2. According to
(20) the main parameter controlling the gasification rate is

the molar flow rate of total oxygen (0 +l/2H20). Pressure tem-
perature and space velocity are claimea to have only minor ef-
fects. What makes this correlation work is the fact that in-
vestigators only publish data in the range where there is sig-
nificant gasification. They will adjust oxygen to steam ratio,
temperature, pressure and space velocity to hit that range. The
correlation in Fig. 2 simply indicates that once they find such
conditions they are correlated by stoichiometry.

I cite this example because such spurious correlations are
one of the main problems in any modeling procedure. They are
normally less obvious and appear in a more subtle way. We often
conduct experiments in a very constrained space of X, and some-
times along a single trajectory of X. This is especially true in
pilot plant operation and can be misleading. To get confidence
in a model we need data over a wider space of X than we intend
to operate.

b) Alternate Models
In statistical inference we are very well aware of the
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Figure 2. Relationship of carbon gasification rate and oxidant
availability
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fact that an experiment is in agreement with a given hypothesis
is often not enough. If the results confirm some a priori pre-
dictions this is valuable information. We also must ask: What is
a reasonable alternative hypothesis and did we distinguish be-
tween the two? Model identification is there, strongly related
to statistical inference. I will elaborate on this in the next
section.

Iv. MODEL FIT AND IDENTIFICATION
If we have a set of data (Z,X),, we can construct a model
MKR such that the square deviation between measurement and model

(D =<Kz - e P 2D ©

is not significantly different from experimental error. We
would say then that the data are in agreement with the model.
However, we can also ask how many alternative models are in
agreement with the same set of data. If we ask the question
in an unconstrained way it has no plausible answer. We can
always find a large number of models which will have a smaller
error than the experimental error.

So we normally ask the question in two ways. Either we
try to distinguish between two alternative models, both based
on some knowledge of what we suspect the process to be, or we
fix the model but leave one or more of the parameters free and
ask what is the range of parameters that is consistent with our
results considering the experimental error.

To get reasonably reliable predictions it is not only im=
portant that the error be small but also that the model makes
sense.

We have to be careful as to what we mean in saying a model
agrees with the data. Since our approximate model is dif-
ferent from the true physical relation * , we can always cre-
ate an experiment that will show MKR to incorrect. What we
mean by a correct model is that:

a) it contains the correct physics and chemistry of
the process, and therefore all important vari-
ables are contained in the X, specified;

b) it predicts trends correctly, such as that the
signs of dz /ﬂx are correct, over the range of X
for which the iidodel applies;

c) the errors are reasonably small, not just for (E%)
but for all individual measurements Z.

For interpolation models it is important that the space of
X is well covered. For design and scaleup models this is im-
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possible, and if we extrapolate we require some additional con-
straints on MKR'

a) We want to know if there are any terms that contribute
little to Z in the measured space, but that will dominate in the
space of desired extrapolation. We can check this by modeling,
and if we cannot avoid this problem we will have to admit that
we have no reliable prediction. We therefore try to avoid terms
that cancel each other out in the measured space of X, or higher
order terms with small coefficients. 2

We do not necessarily,want to minimize E“ ., The model
with the lowest value of E~ 1is not the best predictor and the
statistical inference is full of problems of this sort (22).
However, little has been done to apply this systematically to
"approximate' modeling.

However, some general principles apply to our case. Fit-
ting data using an assumed structure of involves the estima-
tion of a set of parameters C,, that are Contained in . We
measure the error in the Z space, but we also need an estimate
of the error in the C space, as we need confidence limits on C.

A good identification means that the confidence limits on
C. are narrow. We can omlyachieve this if the dimension of C 5
i; reasonably small as compared to the number of independent
observations and in kinetic experiments the number of really in-
dependent observations is not easy to estimate and is consider-
ably lower than the number of rate measurements. Reliable si-
multaneous estimates of a large number of C, are difficult, even
if we have a large number of data. It is tﬂerefore important to
reduce the dimension of C, estimated simultaneously. We should
try to set up experimentsjwhich measure a single C,, or decouple
the system in a way that allows us to get independént estimates

for a subspace of C,. For example, we try to measure de-
coupled from by &sing isothermal reactors with clearly de-
fined (no mass or heat transfer restrictions, etc.) For cer-

tain monomolecular or pseudo-monomolecular systems there are
formalized ways to decouple the rate matrix into smaller subsets
(23, 24, 25). In other cases this cannot be done rigorously and
we use heuristic methods.

For a complex * or we always face a compromise using
the full set of X and a more realistic model will lead to diffi-
culties in estimating C.. We gain reliability by reducing the
dimension of X and simpiifying the model. The advantage is that
compared to straightforward correlation we can justify the sim-
plification by proper understanding of the system, and we can
test our simplifications in an independent way. Again, this
points out the iterative nature of modeling.

b) We want to have maximum confidence in our model in the
sense that the underlying physical assumptions are correct. A
good way of testing this is by looking carefully at where the
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model fails or what D. Prater (21) calls "operating a model in
a failure mode."

When we design a plant we do not want to learn from fail-
ures (though we regretfully do) but in the model building pro-
cess we want to set up the model and the experiment in such a
way that we clearly notice where it fails. This is one reason
why I prefer simple models.

We want to test the model in the learning stage where
wrong predictions do not involve a large penalty. Model build-
ing should therefore be successive in a manner that we derive
both the form of the model and the coefficients C, from a limit-
ed set of Z , X . We should then test it on angther set, pre-
ferably outs¥de Phe space of x_used to derive it.

One example of this apprgach is given in reference 26 for
setting up a kinetic model for the water gas shift reaction. I
will illustrate it by an example from my own work.

Operating a Model in the Failure Mode

The Mixed Crystallizer. One problem that concerned our
research for many years was the understanding of the cyclic be-
havior of some crystallization and polymerization reactors (27,
28). Under certain conditions the particle size undergoes
strong cyclic fluctuations, which severely upset operation and
control. To understand this behavior we set up a simple model
proposed by Hulburt and Katz for a stirred tank crystallizer,
which is simply a particle balance of the crystallizer as well
as a mass balance of the solute. For our purposes it is not
necessary to go into the details of the model, but rather to
deal directly with its implications. The only important kinetic
parameters of this model are the linear crystal growth rate G
and the nucleation rate B. The simplest assumption we can make
about B and G are to assume that they are functions of super-
saturation only.

If we look at the stability of this system we find that it
is determined by a ratio bc/gc =9 1nB/.

91nG
where _ 196 _ QInc
8. " Gac dc
)
and b __]_-'a_ . alnB
¢ BQe Dc

A mixed crystallizer is unstable if b /g 1is larger than
21. For a given residence time we can meastireB and G by mea-
suring the particle size distribution in the product. For our
simplified model it is exponential and in this case we can com-
pute G and B from the average particle size (r) . (29). We can
then compute bc/gc from 9{r) /O by the relation
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) i :g/gc - 1
96 b/s, + 3 (6)

For A value of B /g = 21 corresponds to a value of
4
PG> /00=10.3. 1f 3¢ /96 = 0 then b/, = 1 and the sys-

tem is very stable.

In the beginning we were happy with several aspects of our
results. The form and time scale of the particle size fluctua-
tions agreed well with what we observed. We also had a case for
which EN&)/ was in the correct range. Furthermore, our
model predicted correctly the effect of product classification
on stability (30). But when we started a closer investigation
of real data, (and here I am limited by proprietary considera-
tions) we found that there are systems exhibiting cyclic in-
stabilities for which ¢ /9® was close to zero. The correla-
tion between P<r>/9© and the dynamic behavior sometimes went
in the wrong direction. First we examined the effect of our sim-
plifications. The crystallizer is not really mixed, and con-
tains regions of higher supersaturation. This we found in-
creases stability. Also G is a function of particle size.

This can decrease stability but the effect is minimal if

Q<> /A8 is close to zero. We also looked at the effect
of secondary nucleation in which nucleation is promoted by the
area of crystals present and again we found that this stabilizes
the system. We looked for alternative models (31) and were ac-
tually helped in this by a more complex model which we had set
up, for the polymerization of acrylonitrile in an aqueous dis-
persion (32). Here polymerization occurs both in the aqueous
phase as well as in monomer adsorbed by the polymer. New par-
ticles are formed by coalescence of polymer molecules formed in
the aqueous phase. Small particles are colloidally unstable and
coalesce, whereas large particles which are stable seldom co-
alesce with each other. They can, however, adsorb small unstable
clusters. The formation of a new particle depends on the abili-
ty of small polymer clusters to grow by coalescence to a criti-
cal size before they are adsorbed by an existing stable particle.
We can express this by writing

B = B[ (c-cs)ia] 8

where a is the area of the crystal magna per unit volume. We
now define

b o= OlmB .y, -QlnB
a 9Pa c Q¢

and if we repeat the analysis for this model, we obtain

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch001

16 CHEMICAL REACTION ENGINEERING REVIEWS—HOUSTON

bc/gc -1

r ,
20 b /g3 - b, (8)

If we look at reference (8) we find that we cannot get b /gc from

24> /YO . If we measure the supersaturation, then, i
9D £r> /90 1is small and b_/g_1is large, we know that our simple
model is wrong. But if b 9gccis small we will not detect any ef-
fect of b_ in steady sta%e experiments. We checked this by more
extensive modeling over wider ranges of 69.
A stability analysis shows (31) that positive values of
b_ stabilize whereas negative value--destabilize and a system
with b_/g of unity or less could be unstable if ba is less than

c
minus %0. There is no way we would notice that by measuring
{r) versus @ .

We also found that Glassner (33) had independently shown
by studying nucleation on a microscale that there are crystalli-
zation systems in which nucleation occurs by a mechanism in which
nucleation occurs by coalescence of clusters and is inhibited by
capture of clusters at existing stable crystals.

Once we accept that B and G are functions of the proper-
ties of the crystal magna there are a number of models that will
have similar behavior. For example, the case where nucleation is
promoted by collision of large particles is quite similar to the
case of negative area dependence. There is no way that we can
prove any specific model from the overall behavior of the cry-
stallizer. But if we carefully organize our experiments we can
disprove certain mechanisms and thereby increase our understand-
ing of the system. There are several lessons I learned from this
example.

a) Keep the model as simple as possible

In the age of the computer one is always tempted to put up
large complex models. The requirement for simplicity that time
put on us has passed. While we can often gain a lot by studying
the full nonlinear simulation of the system, it has some signifi-
cant drawbacks at the learning stage. Our mind does not work in
10 dimensions and it is hard to present the results of a complex
model so that we clearly note where it fails. By keeping the mod-
el simple and slowly increasing the complexity as additional data
require, we learn much more about the physics, then if we start
to fit a large model. This is important in another way. In sta-
tistical inferences as well as in any experimentation there is a
big difference between the fact that a model fits the data on
which it is based, and where it predicts data in a new space of
X and Z.

B) Check carefully what information is reatly contained in your
experiment
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Often we cannot increase parameters independently, though,
if possible, we should make an effort to do so. We set up a mod-
el and measure its parameters by an experiment in a way that
strongly depends on the model itself.

While the results may fit our model, they may not contain
the information we seek, regardless of accuracy. We therefore
have to be very careful to study what we are really measuring;
what information is directly contained in our measurement, as
distinguished from the information we extract by setting up a
model.

In our example, all we measured was @{r)/d 6 at steady
state and despite the large amount of literature based on this
approach it does not give sufficient reliable information on the
kinetics of crystallization. A mixed crystalliser is not a re-
liable tool to get kinetic data for crystallization. This has
recently been demonstrated by other investigators (3%).

c) Increase the space of X and Z and avoid constrained trajec-
tories in component space

One of our problems with the crystallizer was that we
tried to extract information from a series of experiments in
which only space velocity was varied. This is standard procedure
in pilot plant design.

This severely constrains the space of X. If we had
changed feed conditions and measured supersaturation, we would
have gotten additional information. A batch experiment would
have been even more illuminating. For the polymerization reac-
tion we got the important clues from batch experiments.

Frequently, we cannot cover the space of X, especially in
design models. Proper modeling can guide the experimenter as to
the space of X required in reliable predictionms.

Consider for example a continuous stirred tank dispersion
polymerization reactor operating with a low viscosity emulsion.
We cannot maintain exactly the same fluid dynamics in a large
scale reactor as in a pilot plant. No modeling can overcome that.
But we know the direction of these changes. Dispersion of feed
will be slower. Mixing and temperatures will be less uniform,
etc. We can investigate in the pilot plant the sensitivity to
temperature. We can experimentally measure the sensitivity to
mixing by building a pilot plant of the type described by Shinnar
(19) (see Fig. 3). We can also investigate the potential effect
of these parameters by modeling. In the end what we want from
this are limited estimates on the time scales of nonuniformities
and mixing processes for which the process becomes sensitive to
mixing. If we can design the large reactor so that the mixing
times associated with the reactor are small enough so that the
process is insensitive to their exact magnitude, then we have a
safe scaleup. If not, modeling will not be very reliable, what-
ever we do. We note that while we do not measure Z for the de-
sired X, we somehow increased our confidence by increasing the
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e

Figure 3. Simulation of finite mixing in a
pilot plant

space of X so that we included a maximum of the important pro-
perties of the final X in our experimental design.

We do not achieve this confidence by setting up an accu-
rate model for mixing in the stirred tank. We do achieve it try-
ing to confine our design to regions in which the unknown fea-
tures of turbulent mixing do not have an undue influence, and by
performing proper experiments which were outside the normal ope-
ration of the pilot plant.

The most common mistake that I meet in pilot plant opera-
tion and modeling is a lack of understanding of what it means to
get a proper wide space of X. By Murphy's law, pilot plants are
invariably shut down when a commercial plant is designed. Look-
ing over the data I find that the operators concentrated on get-
ting good reproducible data in the pilot plant searching for
optimum conditions which are often in a narrow space of X. No
thought was given to the fact that this is not the sole or main
function of a pilot plant. Very seldom can we reproduce the ex-
act conditions in a large plant, and we need a much larger space
of X in the pilot plant to give reliable predictions for scaleup.
The temmscaleup is a misnomer. We scale down in a pilot plant
from the large reactor. Therefore modeling and design of the
commercial plant should start before we design the pilot plant
and definitely before we close it. It is an iterative process.
We have to estimate in advance whether the set of X obtained in
the pilot plant will give us sufficient information for the range
of X encountered in the final design. Proper guidelines for ef-
ficient pilot plant operation are still a challenging research
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problem for the academic.

Model Identification and the Concept of Model Space

The concepts presented in the previous sections can be
formalized in a more rigorous way. If we have a physical sys-
tem MﬁR’ and a set of observations (X,2 )m we can always find

a set of approximate models MK; such that

ZM-MI%R (XM)<E 9

for any member of the set. We noted before that E contains both
the experimental and the model error. The nature of reactor
modeling is such that the set of reasonable MKR is large and may
be infinite. We call the set of that is consistent with
any given set of experiments and an acceptable error E the per-
missible model space. It is vaguely defined in the sense that
the number of models that we permit does not only depend on
(Z,X)_ but also on our physical knowledge about the system.
In that sense it is a fuzzy set. But we can often formulate a
clearly defined model space in which the set of vectors

|z]] = g2 wl (10)

baunds the space in which the real Zi 'MﬁR (X) will be, for the
desired prediction, EpsMﬁR(Xp). While we cannot identify MﬁR we
can identify a set MKR that has the property, that

zi o <zj‘ g 73 (10a)

i max

for each Z; Here Z, min and Z, max are the minimum and maximum

values of Z; in the whole set defined by 10.

We also require that Z - z min should be less than
i max i

the permissible error E. To do this we need to know first of .all
the permissible value of E, which varies from case to case along
with the penalty for a large value of E.

We can often construct a set of |[M|that fulfills equ. (10a)
by defining a fixed structure for M and varying the constants (ll,
12). Or we can use a set of models with different structures
that bound the properties of M;R. For example, Zwietering's

method of bounding the conversion of second order reactions used
the residence time distribution as an example of the latter type.

Adequate model identification means that we have narrowed
the properties of the setIMKklso that for all desired regions of
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predictions the error of Z in the space defined (by 10a) is suf-
ficiently small for our purposes.

An interpolation model in that sense means a model space
in which the desired prediction (Z,X)_falls in a space which is
well covered with measured vector paigs (me ). Here, narrowing
the space of IMleis not critical, as any member of the set will

give a reasonal prediction provided
*
a) MKR is smooth and well defined

b) X is complete in the sense that the contribution to Z
of parameters not included in X is negligible

c) we choose a form of M, , which is also smooth in the
space under consideration.*

While we can define what we mean by a space being well
covered by X, doing it efficiently requires judgment and here
more theoretical work could be very useful. The problem of com-
pleteness is more difficult. An industrial feed may contain im-
purities with strong catalytic action that we do not encounter
in our pilot plant. In recycle operation we can at least foresee
this possibility, but the only way we can protect ourselves is by
extensive and expensive experimentation. Earlier, we discussed
the problem that the set X has to be wide and that constrained
trajectories are preferably avoided.

In design models the problem is more difficult. We have
to evaluate the likely range of conditions X_ that could be en-
countered in the full scale plant. Here estimation of the space

' MKR(X )| requires more judgment. We cannot cover the space of

X in the same way, as the large plant operates in a different

flow regime, and we therefore need a larger degree of confidence
in our model. We have to ask what features of X will affect the
prediction and how we can narrow the set' MKJ in such a way that

it is likely to bound M;R (X) within a sufficiently small space.

In that sense all predictive modeling is a bounding pro-
cedure. We have to approach it from two sides. First we have to
ask what properties of IMKRIare going to be the most important in
determining Z in .the desired region of predictionms.

For example, in control problems the main features of MkR
we need are the main time constants of the response, the sign of
22./9 X, and the magnitude of the final response. The most cri-

tical is the derivative. If the other two are accurate within
30%, or even a factor of two, we can compensate for this by pro-

* Some polynomial fitting functions lack that property and mini-
mize (E2) in a way that leads to strong fluctuation in between the
measured points.
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per design of the feedback econtrol.

We have to ask what properties of the space 'MKR' we de-
fined in our experiment. Consider, for example, a tracer experi-
ment leading to a residence time distribution F(t). F(t) is a
linear property of the set 'MR" As My and M, are nonlinear
there is no way we can reconstrict a model from F(t), regard-
less of how accurately we perform the experiment. But we can use
residence time distributions efficiently in the failuremode . Let
us look at the tracer experiments in Fig. 4 taken from Murphrees'
paper on hydrotreaters (35). Figure 4 gives the results replotted
in terms of the intensity function (6).

Note that the pilot plant is very similar to a packed bed
where both traces from the industrial reactor show a maximum in
the intensity function which indicates a bypass phenomenon in the
flow. This could be due to a badly designed liquid distributor.
But it could equally be due to instabilities caused by the flow
inside the bed, which is in different flow regime than the pilot
plant. This type of tracer experiment does not allow us to dis-
tinguish between these alternatives and we would need additional
experiments or clues to do so.
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Figure 4. Tracer experiments in
a trickle bed reactor (35)
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If we want to get a better approximation of *, we should
carry out a set of kinetic experiments in the pilot plant and the
industrial reactor, using different feedstock temperatures and
feed rates. This would improve our knowledge of MR and provide
valuable information for future scalings. If all we want is to
predict the behavior of new feedstocks, this would probably be
enough. Modeling of gxisting reactors does not require a de-
tailed knowledge of . But if we want to understand how to im-
prove the reactor for future designs, we need much more informa-
tion, and we would require detailed studies of the flow processes
inside such a large reactor as a function of process conditions
and design. This could be done in a cold flow model.

While M® and M* have some similarity in that they are in-
accessible, there are some basic differences. We can deliberate-
ly design our reactor so that the space of MR is narrow, or, in

other words, the flow models are well defined. We can achieve
this even in turbulent flows or in fluid beds by designing the
reactor very close to a well defined asymptotic case such as a
stirred tank or a plug-flow reactor. We can achieve this despite
the complex non-linear form of the transport equations. If.the
deviations from the clearly defined asymptotic case are small, we
can describe them by an expression around the asymptotic case.
Happily, most processes are not sensitive to small deviations
from the asymptotic ideal flow.

We cannot do this for MK’ On the other hand, MK itself

is not a function of scaleup, so if we understand what proper-
ties of we need to know for safe scaleup, we can cover the

space of MK well enough in the pilot plant, to give reliable

predictions.
We will discuss both problems in the following sectioms.

VII. FLOW MODELS FOR REACTORS. THE EFFECT OF DESIGN ON PRE-

DICTABILITY

One important tool of the designer, using modeling intel-
ligently, is to design the reactor so that its performance is
easier to predict. Good modeling is a two-way street or an itera-
tive process. It should effect our design decisionms.

There is an analogy to this in control and electronic equip-
ment design. For reliable complex electronic control equipment,
the designer will choose components with reproducible linear be-
havior over a wide range. If needed, he will pay a premium for
this, to ensure well predictable performance in complex systems.
We cannot make our reactors linear, and we are limited in what we
can do about M,. We should be happy to have a selective catalyst
at all. But we can spend money to make more predictable.

The concept is already quite familiar in the design of
kinetic experiments. Here we want to have conditions where M}
is well-defined and the reaction rates can be measured directly
without being disguised by the effect of transport processes. In
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practice, for most reactions this translates into designing a mi-
cro-reactor which is either close to isothermal plug-flow (51),
or to a stirred tank (13). In both problems the effort that we
spend to approach the ideal case should depend on the sensitivi-
ty of the reaction to mixing. In most instances we can approach
the ideal case sufficiently to get reliable rate measurements.

We check this by a bounding procedure. For small devia-
tions from plug-flow we can express the deviation from plug-flow
by the variance of the residence time distribution. We can esti-
mate this variance, or measure it, either by a tracer experiment
or by using a reaction sensitive to mixing (52). We can then
use any simple model, such as a stirred tank, to estimate the ef-
fect of a small deviation from plug-flow, and design the reactor
with a variance small enough to have a negligible result on the
kinetics. We achieve this by measuring the length of the micro-
reactor and decreasingthe particle size of the catalyst. Since
this is expensive, we have to decide if it is necessary. We ap-
proach the problem of assuring isothermal conditions in a similar
way. It is, therefore, an iterative procedure because only after
we have the first results can we evaluate whether our micro-re-
actor was good enough.

We can apply the same approach to design of industrial re-
actors. While in a pilot plant the goal is to measure MK accu-
rately, here our goal is to reduce the risk of scaleup.

We previously discussed the case of the polymerization re-
actor. In a similar vein, in alkylation the sensitivity to mix-
ing is reduced by pre-blending the feed with recycle.

I would like to add here another, less known, example - the
design of a catalytic fluid bed reactor. At low flow velocities
such reactors are hard to scaleup. Large bubbles are formed and
the exact behavior of the bed is hard to predict (38, 39). This
is well illustrated by the available data. In Fig. 5 conversion
is plotted for a first order reaction as a function of bubble
size for a specific case (40). It is very sensitive to bubble
size. In that sense bubble models are learning models and not
predictive models, inasmuch as we cannot predict bubble size that
accurately. At higher velocities bubbles become less distinct and
gas solid contact improves considerably (41, 42). The risk of
scaleup decreases.

The most important lesson of bubble models, not stressed
sufficiently, is that one should avoid this regime for catalytic
reactor design. Present catalytic reactors operate, therefore,
at much higher velocities than those used in most academic in-
vestigations. We can also approach plug-flow by properly baffling
the bed (see Fig. 6). This will introduce a staging effect, break
up the bubbles and further reduce the hydraulic diameter. This
also reduces the distance betwen X and X . Such a bed will be
very close to plug-flow, though the catal?st efficiency will be
lower than predicted from a packed bed reactor (43). I know of
one case where a 99.5% conversion is achieved at a space velocity
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KxT

Figure 5. Conversion of a first-order reaction in a bubbling fluid bed as a function of
bubble size
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W W

Figure 6. Fluid bed
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which is only lower,by a factor of two, than in a packed bed.
Here we achieve reliable scaleup at an increased reactor cost.
Regretably, operating at a high velocity requires a tall pilot
plant, which is expensive. It also reduces the range of opera-
bility of the bed.

There are many other cases in which design changes will
reduce the risé’scaleup and improve our capability of prediction.
The question the designer has to ask is whether the added cost
is worth the reduction in risk. Simulation and modeling can help
estimate the risk, but they cannot eliminate it. Therefore, a
designer has to understand clearly what the basis and confidence
limits of such predictions are.

The ability to approach an ideal case is not only valuable
in terms of reducing the risk of scaleup. For many cases the
ideal plug-flow or stirred tank reactor is also an optimal re-
actor (44), and we often improve the yield by approaching plug-
flow more closely.

In no way do I want to create the impression that we cannot
or should not handle more complex flows. What I want to point
out is not only that this is more complicated, but that it also
involves larger uncertainties or wider bounds on .

I concentrated here on the effect of design on predicta-
bility. Modeling should enter design considerations in many
other ways, since it indicates the compromises the designer faces
One problem that has until now been given too little attention is
the way design affects dynamic behavior and control of the re-
actor. Good examples of this are recent studies dealing with de-
sign of catalytic after-burners (45, 46) and hydro-crackers (16).

VIII. KINETIC MODELS

Finding a proper is a more complex problem and what I
want to do here is to illustrate some of the general principles
outlined before, and mention some of the problems that require
solution.

Let me start with a simple case: the conversion of nitro-
gen and hydrogen to ammonia. On the one hand, it is a complex
reaction and we do not know the mechanism. On the other hand,
with reasonable effort we can get an all-purpose MKé a rate re-
lation accurate enough so that we do not have to ask about its
use. Such expressions are not necessarily unique. Ferrari (43)
lists 24 rate expressions of the form

re Na;'-1/K" Ta
£G; F;
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where

?j a g"l (118)

EA
CJ- -Aje. R+ ( llb)

which fit a wide range of data with an (Ez) of less than 10%2.
All of them are based on different mechanistic models for the in-
dividual steps on the catalyst surface. It is obvious that such
overall data cannot differentiate between complex mechanisms.

The best fit was obtained by the rate equation

e Gt /0B |
CLakieC, G/, +C,0ny (12)

which has an error of less than 1.0%. As Ferrari on1y~gives2

{E?) , it is difficult to judge between the models as E->
is an insufficient criterion. Since he had, at his disposal, a
large amount of data, the models are all probably good. In my
view, all of them are too complex and contain more parameters
than this case justifies. We could get a model reliable enough
for any purpose of reactor modeling by a simpler model.

For estimating we want structural relations that con-
tain our knowledge of the physics and which have the property
that they map efficiently back between concentration space and
parameter space without increasing the error. We know too little
about that, as well as how we incorporate and test our approximate
knowledge of Mk which is often consistently into the estimation
procedure. -

Estimation procedures for show one special feature. Com-
pared to estimation problems in g%her areas of engineering we
know much less what the accurate physical relation is. Often
we cannot use straightforward deterministic modeling, as our
knowledge of M; is insufficient. We also have experimental er-
rors. On the other hand, we know much more about than we do
in the areas for which purely statistical model-building pro-
cedures have been developed. What we really need is a new ap-
proach that incorporates into statistical estimating procedures
the considerable knowledge of the thermodynamic constraints (33

a) Ref. (47) in this volume shows that even if we knew the exact
structure, recovering the coefficients requires a great effort.
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and M. Feinberg in ref. 2) and the physical features of that
we know. The application of the concept of model space and bound-
ing may provide a starting point.

We should also realize that in the ammonia case the most
important rate information is contained in the following implicit
assumptions: '

1) The only product promoted by the catalyst is ammonia.
The dimension of Z is always the most important informa-
tion contained in Mk and requires careful checking for
new catalysts.

2) The rate is a function of measurable concentrations. We
know, or believe, that intermediate species play a role.
The fact that we can express a series of steps, depend-
ing on the formation of unstable intermediates as a
function of concentration of measurabile species, is a
strong assumption based on experience. It does not al-
ways hold and requires experimental verification.

3) We know that other feed componenents,such as CH,, are
inert. The fact that CO and H,S affect the raté by
poisoning the catalyst is taken care of in equation
(12) by assuming that we eliminated them from the feed.

Let me now go to a more complex case. As the first example
I chose the isomerization of Xylene over a silica glumina cata-
lyst studed in reference (25). Here, Xylene isomerizes with a
monomolecular reaction: o-xyiene (A)
CH
CH,

(13)
(A,) P—xylene @ :'? m—xylene (A,)
CH,

and similarly undergoes a disproportionation reaction

CH,
z@-m—» 6 + (14)
CH,

The second reaction is pseudo-monomolecular; the reverse reac-
tion is bi-molecular and in their cases are assumed to be neglig-

2
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ible. As long as we are far from equilibrium, we can model the
backward reaction as pseudo-monomolecular with a small mistake.
The paper is a fine example of how to simplify and decouple

in order to simplify the estimation of the rate matrix. Using
methods derived in (23, 24) it also reveals some other problems.
We can write the whole reaction as a single pseudo-monomolecular
rate matrix:

There are several assumptions involved in this. The reac-
tion rate expression probably contains a nominator. For the iso-
merization case it is justified to take the nominator in the
front of the matrix and include in it terms related to catalyst
activity. However, this is less clear for the disproportiona-
tion. Doing so is equivalent to assuming that all reactions oc-
cur at the same type of catalytic site. This was true for their
case, but is an undesirable assumption in general. In fact, we
hope it is not true. If it is correct, the main parameter ef-
fecting selectivity is temperature. On the other hand, should
the disproportionation reaction be favored by a different type
of site, we could hope to improve selection by changing reaction
concentration or finding a selective poison for this site.

For scaleup this is less relevant and I could probably get
by with taking out the nominator in front, provided my data space
is wide enough.

There is another problem here. For many objectives there is
little reason to map into parameter space. Here my rate matrix
is really a selectivity matrix (the time element has been taken
out in front), I can use the measured trajectories in concentra-
tion space directly for most design purposes. In fact, they
might be preferable for scaleup, since what I really care about
is the curvature of the trajectory and the sensitivity to tem-
perature.

For reactor design the fact that a complex reaction has a
pseudo first order nature is in itself important information,
perhaps more than the accurate matrix. I would define a pseudo
first order reaction in the following way (44, 48):

a. Mixing phenomena can be approximated by averaging space
time histories of different aggregates with the same history.
Consider, for example, the following second order reaction schemes:

1) A+A =9 C
2) A+A 9B —=>C

in a pre-mixed feed.

and
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If I treat them as pseudo first order reaction, I can es-
timate the conversion from the residence time distribution rea-
sonably well (at least for conversions below 80%) and by averag-
ing, will introduce no error in the product distribution.

For both cases a plug flow reactor is optimum (44), and
for a prescribed temperature distribution, mixing is detrimental;
reducing conversion and reducing the curvature of a curved tra-
jectory in component space.

Consider, on the other hand, the reaction scheme

A-B 5> C->D
3)

A+D-=E

Here, mixing will not just straighten a curved trajectory
in component space, it will change its direction and could intro-
duce a product D that might not be noticed in a plug flow reactor.
Complex reactions of type 3 are especially common in polymeriza-
tion. Alkylation is another example when the trajectory is to-
tally changed by mixing.

In complex reactions it is, therefore, important to get
some information as to how important strong interactions are.

For scaleup this is all we need. Again, our method of setting
up a simple model from one set of experiments and trying it in
a different reactor (for example, a backmixed reactor with high
conversion) will provide this information.

For safe scaleup we also need to know the effect of tem-
perature, and in good pilot plant practice temperature should
be changed over a far wider range than operation of the pilot
plant requires. We cannot control temperature as easily in a
large plant as transfer and mixing processes are slower. Again,
we will be guided here by modeling the final reactor at the early
stages of setting up MK. We should always match the identifica-
tion procedure of to the design procedure, so that MKR X)
has a sufficient narrow bound.

As a last example I want to discuss the catalytic cracking
of oil in a riser cracker. Weekman (49, 50) proposed a simple
scheme:

r r
Gas-o0il ._l_e; gasoline —-—-2)'+§::e (13)
NSN—_——— e — 7
T3

r. is second order in mole fraction of gas-oil, and r, and T, are
first order reactions. This simple scheme contains =~ all the

essential features of the cracking reactions. It gives a curved

trajectory in component space typical of consecutive reactions.

It also shows that at low conversions formation of coke and gase-

ous products is a parallel reaction. We can learn a lot about FCC

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch001

30 CHEMICAL REACTION ENGINEERING REVIEWS—HOUSTON

design from such a simple model. We can get a better representa-
tion of composition and feed-stock effects by more refined lump-
ing schemes, such as the one given by Jacobs (52). (See Fig. 7).

Here, the estimation of the first order matrix is more
difficult, as most of the reactions are nearly irreversible and
the lumps are improper lumps Further, any modeling will involve
much stronger simplification assumptions as compared to the xyl-
ene use. The method of Wei and Prater therefore does not ap-
Ply (23). We have very useful results for the pitfalls of lump-
ing (53, 59), but few guidelines for officient improper lumping,
or lumping in systems with strong interactions. We also lack
knowledge as to how to put thermo dynamic into improper lumps.

Lumping is not a unique process, nor are all interesting
lumping problems pseudo-first order. What we want to know is:
Are there any strong interactions between lumps, especially be-
tween product and feed? Such interactions could significantly
change the reaction path in component space. We know that some
olefines will polymerize, but the mistake in representing this as
a psueudo-first order lump is small.

We could check this by obtaining results both in a plug-
flow as well as in a continuous stirred tank or recycle reactor,
but this is not easy. The case of the cracker also illustrates
the big difference between interpolation modeling and design
modeling.

A large riser reactor is hardly a one-dimensional flow.

is not well defined. At the bottom hot catalyst (1300°F) mixes

th oil (400-700°F). The mixing time is of the order of magni-
tude of 0.5-1 second and the total residence time is on the order
of 4-10 seconds. The effect of the non-mixed zone is greater than
appears from the ratio of mixing to residence time. The catalyst
activity decays along the riser by a factor of 100 and the con-
tribution of the non-isothermal mixing zone should therefore be
considerable. There is no way we can exactly simulate this in a
pilot plant. We would require data over a wide range of tempera-
tures to indicate if this will significantly effect our results.
The first riser cracker design involved a large risk. The fact
that we have large units today allows the modeler with access to
them to check how well pilot plant experiments predict real units.
Again, the fact that they do it for one catalyst does not mean
this will always apply. That is what makes the life of a reaction
engineer interesting.

Several facts reduce the modeling of the cracker, at least
partially. It is well to remember them if we want to extend these
methods to other cases:

1. The reactors exist and correlations are checkable in
large reactors.

2. FCC reactors are extremely flexible and the operator has
at his disposal a large number of manipulated variables. Even if
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American Institute of Chemical Engineers Journal
Figure 7. Detailed lumping model for catalytic cracking reaction (52).

P, = Wt. % paraffinic molecules, (mass spec analysis), 430°-650°F; N\ = Wt. % naph-
thenic molecules, (mass spec anaiysis), 430°-650°F; Can = Wt. % carbon atoms among
aromatic rings, (wd-M method), 430°-650°F; A = Wt. % aromatic substituent groups
(430°-650°F); Pr» = Wt. % paraffinic molecules, (mass spec analysis), 650°F*; N» = Wt. %
naphthenicimolecules,(mass spec-analysis), 650°F*; Can= Wt.% carbon atoms among aromatic
rings, n-d-M method, 650°F*; A, = Wt. % aromatic substituent groups (650°F*); G = G
lump (C—430°F); C = C lump (C:to C; + COKE); Cay + P» + N1 + A1 = LFO (430°-
650°F); Car + Px + Na + Ay = HFO (650°F*). Adapted nomenclature for rate constants is
detailed in the above figure for the paraffinic molecules. Similar rules apply for the other
reaction steps.
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we put in a wrong catalyst, we can exchange it without shutting
down. Let us remember that this is not always true.

In obtaining MK for a complex case the interaction between

and and the- exact definition of the goal are always going

to be important considerations, if we require a proper balance
between the potential value of increased knowledge and the cost
involved in getting it.

There is a big difference among complex lumped kinetic
models that provide sufficient information for one of the fol-
lowing purposes:

a) safe scaleup

b) efficient characterization of new catalysts
c) characterization of feedstocks

d) optimization of design procedures

e) effect of catalyst deactivation

Witha finite effort we want to concentrate on improving the accu-
racy of our estimate for these properties of which are most
relevant to our problem. Often these gre very specific and far
simpler than a complete knowledge of .

For scaleup we need to estimate the probable space of X
that will give us a wide enough space of MK’ that allows us a
safe prediction for the expected range of = M_ . Characterization
of feedstocks or complex mixtures requires some good chemical
knowledge as to what makes them similar enough so that we can
hope to get a simplified M§ as well as when such simplifications
break down. The most difficult and challenging is probably the
case of efficient search procedures for new catalysts in complex
reactions. Here it is especially important that we keep our
identification model simple enough so that the researcher can
be guided by the information obtained, and complex enough that
we don't throw out the baby with the water.

SUMMARY

In the previous sections I have elaborated my views on what
I consider the important problems in modeling today. I would sum-
marize my approach as follows:

a) Reactor modeling is somewhat different from many other
modeling problems in engineering due to the complexity of the sys-
tems. Reaction models are rather imperfect approximations of the
real system. They are also different from models used in econom-
ics or statistical model-building, since in reactors we know much
more about the physics of our system. We have as yet to find a
proper synthesis between the two approaches. An attempt to find
such a synthesis is outlined in this paper.

b) Proper modeling must match the effort involved with the
goal. We need a better understanding in what way simplified ap-
proximate models can describe a more complex system. We have to
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understand how errors and uncertainties affect our final predic-
tions, and what the value of better information is.

c) Applied modeling involves a match between identifica-
tion, modeling and the required accuracy of the prediction. It
is, by nature, an iterative process. The most challenging prob-
lems are in more efficient identification procedures of complex
systems, which integrate our physical knowledge of the system
with modern identification procedures.

Most of my :ideas were outlined in this paper, and I would
like to avoid repeating them. I would end with a few general ob-
servations. ) .

My experience with industrial modeling practice has led me
to conclude tht it sometimes suffers from organizational problems
as well as from a too narrow concept of its application. By put-
ting modelers in a special group, one often limits tjem to a spe-
cific type of modeling; large models for existing reactors. While
this is valuable, it is not the only, nor even the most, powerful
use of modeling. Proper modeling is a powerful tool in the hands
of a good designer, and should be coupled with process development
and pilot planting. In those stages the chance of a significant
contribution is greater than when a reactor is standing there.
Proper cooperation with designers and developers requires that
our results should not come "deus ex machina" from a computer,
but should be clearly intelligible so that they reinforce and
extend their intuition and experience.

That does not mean we cannot use complex computer program.
We just have to take the trouble to construct them in a way that
we can clearly explain their results and the uncertainties in-
volved in their predictions. We also have to admit our limita-
tions.

Looking back on my own work in the academic area, I admit
that I did not always put sufficient effort into making clear,
even to myself, what my results really meant and how they could
be used by the practitioner. I am not alone in that. Recently
we tried to deal with the design process itself in a number of
papers. It is time that some of us paid less attention to learn-
ing models, and devoted our efforts to improving the art of pre-
dictive modeling and design. We ought to look in depth at con-
crete examples which include the incomplete knowledge we have in
real problems. We could try to increase the scientific content
of this art and improve its methodology. I tried to outline some
of the problems, and I admit that any such suggestions or over-
views are a risky undertaking in themselves.
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Nomenclature

A

E+

e

¢

output variables
input variables

correct mathematical description of reactor
approximation of MKR

square average error of prediction

‘reactor flow model
kinetic model

parameters of model
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Liquid-Supported Catalysts

C. N. KENNEY

Department of Chemical Engineering, Cambridge University, Pembroke Street,
Cambridge, England CB2 3RA

This review is a survey of the applications and properties of
supported liquid phase catalysts (SLP). By a supported liquid
phase catalyst is meant the distribution of a catalytically active
liquid on an inert porous support and the behaviour of such
systems raises many interesting questions on catalyst chemistry,
mass transfer in catalysts and reactor design. It is noteworthy
though that such systems have been employed in the chemical
industry for many decades - indeed for over a century in the
Deacon process for obtaining chlorine from hydrogen chloride - and
of almost equally respectable antiquity are the vanadium based
catalyst systems used for sulfuric acid manufacture: but the
recognition of SLP catalysts as possessing features of their own
is much more recent.

Their relation to catalysts as a whole is indicated in
Figure (1). In this paper principal attention will be given to
the types of SLP catalyst which have been identified together with
a discussion of some of the mass transfer and liquid distribution
problems which are clearly important in these systems. A related
type of catalyst which will not be discussed here is the supported
homogeneous catalyst where the active agent, usually a transition
metal complex, is actually bound chemically to the support, often
a porous polymer matrix. It is fairly clear that with these
latter systems the interaction between the catalyst and the
support have important effects on modifying the catalyst proper-
ties which fortunately do not usually arise in the two, and
sometimes three phase reaction systems which occur with SLP
systems. The survey will be highly selective since the related
topic of molten salt catalysts has been recently reviewed by
Kenney (1) and Villadsen and Livbjerg are publishing a survey of
(SLP) catalysts in general (2).

1. High Temperature Reactions

1.1 Reactions involving chlorine. Amongst the earlier kinetic
studies of potential (SLP) catalysts are those of Gorin in 1348
(3) - these studied the rate of chlorination of methane in
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KCL/CuCf melts (4). The reaction was found to be zero order with
respect to methane. A complicating factor which can obscure
mechanistic studies of such systems is the formation of methyl
chloride by a parallel gas phase reaction, and conditions can be
found which give more highly halogenated species. A wide range
of related investigations have been reported.

Imperial Chemical Industries states (§) that the chlorination
of paraffins, olefins, benzene, and benzene homologs can be
effected by contacting them with a LiC%/PdC%o melt with alkali or
alkaline earth additives to keep the melting point below 2750C.
Here the chlorine for the chlorination originates from the PdCfsp
which is reduced to metallic palladium, the PdC%o being regener-
ated with fresh HCR. The chlorination of butadiene has also been
described in a Japanese process (6) using copper and potassium
chlorides. A kinetic study has been made by Altshuler et al. (7)
using copper chlorides, and Sumitomo (8) reports the formation of
carbon tetrachloride and tetrachloroethylene.

Most industrial interest, however, has been attached to the
use of melts containing CuCfy for the production of vinyl chloride
and related compounds from ethane and ethylene. British Petroleum
(9)(10) claims the formation of vinyl chloride from ethylene
directly in KC&/CuCfy/CuCi melts.

The formation of 1,2-dichloroethane from ethane and ethylene
is described in patents issued to National Distillers (11l) and
I.C.I. (12), respectively. Englin et al. (13) report the for-
mation of vinyl chloride from chloroalkanes using catalysts
containing melts of cuprous and cupric chloride. The details of
the mechanism and kinetics of many of these reactions are still
unresolved. It appears, though, that copper chloride can function
effectively as a catalyst for chlorination and dehydrochlorination
as well as being able to participate in oxychlorination reactions.

The Lummus Corporation has recently summarized the numerous
patents on their Transcat process for vinyl chloride production
(14) which again uses CuCf/CuCf2/KCL melts. The organic feed is
ethane with or without ethylene, and the inorganic feed is
chlorine and/or HC{ with air and/or oxygen. The process presum—
ably involves several reactions simultaneously. At least three
distinct steps are postulated: (1) chlorination of organic feed,
(2) catalyst regeneration, and (3) dehydrochlorination and various
modifications involving a range of reactor systems have been
given.

1.2 The Deacon reaction. The conscious reaction of a molten
phase in a catalyst is very apparent in the post war development
of the Deacon process. Work on this system has highlighted the
subtle interactions that can occur in the promoted catalyst
containing CuCf5/CuC&/KC& together with rare earth halides such

as lanthanum or neodymium trichloride. Deacon's original catalyst
of copper chlorides supported on pumice was not particularly
active and most of its disadvantages were due to low activity
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requiring a high temperature of operation (450°C to 500°C).

This resulted though in (1) low equilibrium conversion, (2) rapid
deterioration of the catalyst due to volatilisation of copper
chloride and (3) severe corrosion.

The interest in recovering chlorine from the hydrogen
chloride formed in the making of organo-chlorine compounds has
led to the development of improved catalysts in recent years.

The active components are usually oxychlorides or chlorides of
transition metals, particularly copper. The promotional effect
of rare earth chlorides has been known for some time (15) and the
Shell catalyst used in a fluid bed process contains rare earth
and alkali metal chlorides in addition to copper chloride. The
(SLP) nature of the catalyst is clearly spelt out in the patents
(16). A large surface area of the support may increase the
activity but only insofar as the reactant can easily enter the
pellet. Excessive catalyst loading can lead to pore blocking and
an anticipated maximum activity for a specific loading is noted.

Fontana (4) recognised the importance of melt composition
and Ruthven and Kenney (17)(18)(19) carried out kinetic and
equilibrium studies on the melt system. The reaction rate is
found to be largely independent of HCL partial pressure but is
second order in [?u*] (or some chloride complex of cuprous ion).
There is also strong product inhibition. These findings lead to
a mechanism of the form

4 CuCJL2 = 4 CuCl + 2 022 fast equilibrium
2 CuCf + 02 - (CuCSZ,)202 slow irreversible

(CuCl)2O2 + 2 CuCq ~ 2(CuCl)20 fast irreversible
2(CuC£2)0 + 4 HCL =+ 4 CuCJ?,2 + 2H2O fast irreversible

4 HCL + 02 2 C22 + 2H20
It was shown (17)(18) that kinetic data may be interpreted
by assuming that the equilibrium

CuC, = CuCl + 3CR,
L) (¢)) (g)

is maintained at all times between catalyst melt and gas and that
the overall rate of hydrogen chloride oxidation is determined by

the rate at which the melt absorbs oxygen. This leads to a rate

equation of the form

R, rate of hydrogen chloride oxidation = ukakzazPo
(gmol/cm?sec) 2
K + 2

C22
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where k is rate constant for oxygen absorption, a is total
mole fraction of copper in the melt, K is the equilibrium

constant: JK = {SE;}]. Vﬁcl s Jj is the activity coefficient
u 2
ratio for CuII/Cug.

Rate constants calculated from the overall kinetic data agree
well with values obtained from a study of the kinetics of oxygen
absorption.

This equation can be linearised and correlates the data
satisfactorily as shown in Fig.2.

1 .1 Peg
2avk  2ajkvk 2

The activity of the catalyst is promoted by the addition of
lanthanum chloride and it was shown that this effect is due to a
strong catalysis of the oxygen absorption rate. The complex
effect of temperature on the rate of the overall reaction may also
be accounted for satisfactorily in terms of this mechanism. For
melts containing equimolar amounts of potassium and copper
chlorides it was found that the apparent activation energy is
approximately 28 kcal/mol of hydrogen chloride oxidised.

The activity coefficient of cuprous ions is obviously
important in determining the kinetics of this reaction and
fortunately the thermodynamics of molten chlorides have received
considerable attention. From vapour pressure studies it was
shown (19) that the binary liquid system CuCfp-CuC% is approxi-
mately ideal and that the addition of zinc or lanthanum chloride
does not cause pronounced deviations from ideality. The addition
of potassium chloride to the system CuC%,-CuC%, however, leads to
decrease in the entropy change for the reaction given by the above
equation and it appears that this effect is due to an increase
in the partial molar entropy of cupric chloride in the ternary
system. This is a surprising effect since quite large entropy
differences (6,0e.u) are involved and this implies a significant
change in melt structure.

Sachtler and Helle (20) drew attention to the fact that the
widely used alkali promoters should be expected to lower the free
energy of chlorine release by

2 CuCJL2 + 2 CuCf + C£2
but that Ruthven and Kenney's data led to the opposite conclusion

and that Cfy over such a melt was reduced by KC4 addition through
a reduction in the reaction entropy.
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. (Cquz2>2

(CuC®)

They resolved this paradox by noting that under reaction
conditions the catalyst could be a mixture of melt and undissolved
solids such as KoCuCf3. In CuCfp/CuCf melts any increase in
temperature causes a release of chlorine and a reduction in the
CuCf2/CuCf ratio in the melt. If, however, undissolved solids
containing cupric copper have increasing solubility with increas-
ed temperature the Cu'*/Cu' ratio can increase. Further, when a
solid phase containing divalent copper disappears this causes an
abrupt change in the slope of the PCL -temperature curve. This
is indeed found, with breaks occurring at 329° for KoCuC%, and
3620C for KCuCRQ The change from catalytic promoter to anti-
promoter can thus be resolved in terms of classical thermo-
dynamics and depends on the differing solubilities of CuCf, and
its potassium complexes in CuCf containing melts. We shall not
dwell on the variety of complexes which can occur in the melt but
it is noteworthy that the understanding of this reaction depends
on a wide range of studies, phase data, electrochemical and
spectroscopic measurements obtained over many years by workers
not at all concerned with the Deacon reaction, together with the
fact that there is a clear rate determining step, the oxidation
of cuprous copper to the cupric species. Few other SLP catalysts
have been subjected to such detailed study with such a satis-
factory conclusion.

The similarities between catalysts used for oxidation of
HC% and oxychlorination of olefins are apparent from the catalyst
patents. A very high selectivity (98-99%) for 1,2 dichloroethane
is said to be obtained and the catalyst contains CuCfy, alkali
metal, rare earth metals and sometimes small amounts of other
metals such as silver (21)(22) or gold (23).

A marked difference between oxychlorination of alkenes and
the Deacon process is the considerably lower reaction temperature
(200-300°C) of the former process. At temperatures "V230°C
where almost no chlorine is produced in the Deacon process
activity for oxychlorination of ethylene remsins high. At
these lower temperatures a different reaction path (24) takes
place.

2CuCl, + C,H, &= Cu,Cl, + (CH,CR),

CU2C22 + 2HCL + 02 > 2CuC9,2 + H2O

The overall activation energy is much smaller (15 kcal/mol) than
that of the Deacon reaction (28.6 kcal/mol) and free chlorine
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is not evident at such low reaction temperatures.

OxycHorination of saturated hydrocarbons (e.g. methane)
(4)(25) takes place in a much higher temperature interval 350-
450°C than the corresponding process with an olefin. Chlorine
reaction occurs by substitution, and the liberation of chlorine
appears to be a reaction step since it inhibits the reaction in
an analogous way to the Deacon reaction and the activation ener-
gies are similar. The rate is proportional to PCHy, » independent
of pycy and approximately proportional to pg,.

A number of other processes involving cﬁlorination via HCQ
on a Deacon type catalyst are listed by Villadsen (2). Phosgene,
benzonitrile, chlorinated anilines can all be manufactured on
CuCfo-KCA catalysts which are partly or completely molten at the
reaction temperature.

1.3 The oxidation of sulfur dioxide to sulfur trioxide. The
catalysis of sulfur dioxide oxidation by V20g deposited on a
porous support is of outstanding industrial importance. Such
catalysts are almost invariably vanadium pentoxide promoted with
potassium and related oxides which under reactor conditions give
a pyrosulfate melt containing vanadium oxides distributed in the
pores of an inert material, commonly diatomaceous earth. Recent
work on this system is discussed by Villadsen et al. (26), but
some historical perspective is in order here. In 1940 Frazer and
Kirkpatrick (27) and Kiyoura (28) reported that the promoting
action of the alkali metals was due to the formation of higher
sulfates. These pyrosulfates, e.g. K9S,09, have lower melting
points than the corresponding sulfates, can form lower melting
eutectics with sulfates and will dissolve appreciable amounts of
vanadium oxides.

The catalytic activity of the melt was confirmed conclusive-
ly by Topsoe and Nielsen (29) in 1947 when they bubbled sulfur
dioxide and oxygen through a column packed with Raschig rings and
containing molten potassium pyrosulfate in which 14% VoOg was
dissolved. The continued appearance of research papers for many
years afterwards, discussing the reaction as if only a solid
phase is present, shows that ideas and experimental findings can
be as slow to diffuse as matter or heat! Also after three
quarters of a century the mechanism of this highly important
reaction is still not understood in spite of a formidable amount
of industrial know-how on sulfuric acid converters, and a highly
efficient process giving over 99% conversion. Interest in the
mechanism has been heightened recently because of increasing
constraints on the SO, allowed in stack gas. Pollution legis-
lation requires this to be less than about 500 ppm, and under
typical operating conditions thermodynamic equilibrium requires
temperatures in the final bed of below 390°C. Unfortunately,
vanadium bed catalysts rapidly lose activity below 420°C, hence
the need for an improved catalyst. Industrial vanadium catalysts
are activated by passing an S05/0p mixture through the bed for
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many hours at 450-500°C. During this activation process the
catalyst absorbs large amounts of sulfur oxides - more than

1 mole/mole K5S0O, - and V3 is partly reduced to V4. The acti-
vated catalyst is a mixture of K,S0,, SO3, and largely unknown
V4 and VS species, complexed with potassium and sulphate.

Tandy (30) examined systems of alkali metal sulfates in
equilibrium with S09-SOg-air mixtures. His experiments covered
a temperature range of 380°C to 600°C with Vo0g and metal sul-
fates (Ba, K, Rb and Cs). He stated that in the range between
440 and 600°C a liquid is produced that is a vanadium compound
dissolved in alkali pyrosulfate-sulfate melt, with the melting
point of the mixture increasing with increasing atomic weight of
the alkali metal. Through weight increase measurements, Tandy
found, with a metal/vanadia mole ratio of 2.5, that the normal
pyrosulfate, MS,07, and probably vanadyl sulfate, VOSO,, are
formed (M = alkali metal). With RbpSOy and CS,SOy there was
evidence of partial formation of higher sulfates, MyS30;49. The
extent of reduction of vanadium pentoxide was less with the
alkali metal sulfates of higher atomic weight. Thus the ability
to stabliize vanadium in the pentavalent state appears to be
greatest with rubidium, and decreases according to the order
Rb>Cs>K>Na. Tandy believed that this accounted for the selection
of potassium salts as promoters for commercial catalysts.

Pure K,S,0 melts at about 420°C and addition of only 5%
Vo05 lowers the melting point to almost 300°C (31)(32), but the
complexity of the resultant melt is reflected in its readiness
to form glasses. All V90g5-KyS,0; mixtures with K/V>2 are
molten at 380°C, which may provide some explanation of the pro-
motional effect of K and of the activation process by which
sulfur oxides are absorbed into the catalyst. The accompanying
reduction of V5 to V4 is unavoidable and appears to be a key
factor in the loss of activity. The degree of reduction is
strongly dependent on the activation temperature. At 380°C it
is almost complete, while it is less than 0.15 at T = 500°C (33)
(34)(35).

Coates (36) and Penfold (37)(38) in quite different studies
examined the corrosion of boiler tubes in power plants, which is
ascribed to formation of H,S0, by catalysis in a vanadium con-
taining NapSOy, K580y, deposit in the tubes. They found that
sulfur uptake increases with V,0g content in the deposit until
a maximum is reached at K/V (or Na/V) = 3-5. After the maximum
there is a sharp decrease in sulfur uptake. The degree of
reduction follows the sulfur uptake - at 470°C and with a 9/1
Na,S0y, 70% of the vanadium is reduced while only 30% is reduced
when Na/V = 1.

It is clear the system is much more complex than that in
the Deacon process, partly because the 'solvent' (K28207) is
itself thermally unstable and attempts at a kinetic analysis are
centred, at present, around a three step mechanism.
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(v5)+302+(v5-so2) N ¢ )
(v5-302)+(v")+303.......(2)
"+ 30, » (V) e (3

There is a general agreement that (1) is fast and SO, is
fairly soluble in the melt. If (1) and (2) are combined and (3)
is rate determining the widely employed Mars-Maessen rate expres-
sion presented in 1964 results (39). Glueck and Kenney (40) in
1966 suggested the decomposition (2) might be rate determining.
Boreskov (41) in 1971 argued that oxygen absorption and reaction
might be rate controlling. Holroyd and Kenney in 1971 (42)
studied the rate of oxygen and S0, absorption into such melts and
concluded the active film thickness was a few hundred Angstroms.
Supporting work published in the previous year by Boreskov (56)

examined the way in which the rate varied in thin films (i.e.
non-pore clogging) on supported catalysts. Within the last five
years Villadsen and co-workers have embarked on an extremely
thorough study of this system and a series of definitive papers
are appearing, the latest of which will be presented at this
meeting (26). An intriguing and challenging facet of this
reaction system is that it provides the best documented example
of the 'inert gas effects', documented by Hudgins and Silveston
(43) for which there is no unequivocal explanation as to
whether these begin physical and/or chemical interactions with
the melt ('salting out?') or heat and mass transfer interactions
in the gas phase.

1.4 Organic compounds. Rony (44) has mentioned the attempted
oxidation of ethylene and propylene on supported melts of CuCf-
KCL containing PdCf, but few details are given. Also, Lummus

(45) have claimed that acetaldehyde can be produced by contacting
hydrocarbons with molten metal oxychlorides. In 1959 I.C.I. (46)
obtained a patent for the vapor phase oxidation of aromatic hydro-
carbons using fused salts. More recently, BASF patented (47)

the formation of phthalic anhydride from naphthalene and p-xylene.
The salt system employed was K9S507-V50g, and Satterfield and
Loftus (48) carried out a kinetic study that showed the major
product was o-methyl benzaldehyde. It should be noted that
organic oxidations with this melt are likely to display rather
complex kinetics since K5S907 has an appreciable dissociation
pressure of SO3 above 400°C. Since this is a powerful vapor
phase oxidizing agent there are difficulties in separating the
contribution of homogeneous gas phase oxidation by SOj3.

Butt and Kenney (49) studied the oxidation of naphthalene
over an unsupported molten salt, a eutectic of V205-K280u (mp
4320C). A particularly interesting feature of the system is that
the reactions and their kinetics can be studied at temperatures
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below and above the catalyst melting point. The main products

of this oxidation are phthalic anhydride, 1,4-napthaquinone,
carbon dioxide, and water. The most likely site of reaction for
the melt would appear to be the surface, and the kinetics of the
overall reaction for both phases of the catalyst are interpreted
with particular reference to a simple two-step mechanism involv-
ing (1) the removal of active oxygen from the catalyst by react-
ion with naphthalene and (2) the replenishment of the active
oxygen from the gas phase. There are indications that the latter
step is rate limiting. The data from the overall kinetic studies
with the solid catalyst in the temperature range 300 to 340°C

and with the melt over the temperature interval 440 to 470°C were
fitted to and are consistent with the following rate equation:

k) CnkoCo

rate of reaction = —F—=—7+
k2C0 + BleN

The activation energy for the reaction over the solid catalyst
decreases with an increase in temperature in the range 340 to
380°C, and there is a dramatic fall in the activity and select-
ivity of the solid catalyst as the temperature is raised from

380 to 400°C. It seems probable that the latter behaviour is a
consequence of a structural change in the catalyst prior to
melting.

The data obtained from separate studies of the reduction and
re-oxidation of the catalyst show that naphthalene can react with
catalyst oxygen which can be replenished from the gas phase.
However, the results do not prove that naphthalene reacts
exclusively with catalyst oxygen in the overall oxidation re-
action, and an alternative explanation is of a surface reaction
obeying a Langmuir-Hinshelwood mechanism. In spite of the appar-
ent desirability of operating below 400°C in many industrial
processes the hot spot temperature in a fixed bed can be well
above the melting point of the catalyst. The widely employed
addition of a few ppm of SO, raises many unanswered questions.

2. Medium and low temperature reactions (<300°C)

Another established SLP catalyst is the widespread use of
phosphoric acid, typically supported on kieselguhr. This is
widely employed in a range of hydrocarbon rearrangements such as
propylene dimerisation and the alkylation of both aliphatic and
aromatic compounds. The formation of ethylbenzene, a precursor
of styrene, and cumeme prepared from benzene and propylene are
examples of major industrial importance. Reactions of this type
appear to occur by classic carbonium ion mechanisms and have
attracted relatively little academic study but the patent liter-
ature is vast and has been reviewed (50). The corrosive Lewis
acids such as aluminium trichloride fall into this category and
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references are available (1)(2). Zinc chloride too probably
functions in an analogous manner when used for the elimination
of hydrogen chloride from alkyl halides. Kenney and Takahashi
(51) showed that the rate of the reaction with unsupported binary
melts of zinc chloride and other metal halides correlates well
with the polarising strength of the second metal.

The intensive research on transition metal complexes in
recent years has led to experiments in ways of improved contact-
ing of these often expensive compounds. Acres, Bond et al.(52)
described the use of rhodium carbonylation reactions. Related
and extended studies of the activity of rhodium complexes have
recently been given by Rony and Roth (53). These clearly demon-
strate that a wide range of complexes can be effectively used
as (SLP) systems. Obviously compounds such as [(CQHS)HN][SnCIQJ
and the corresponding chlorogermanates described by Parshall
(54) with melting points of about 150°C and below could be used
in a similar way. One of the few comparative studies of an SLP
catalyst has been made by Komiyama and Inoue in an investi-
gation of the Wacker oxidation of ethylene to acetaldehyde (55).

3. Diffusion and catalytic reaction in SLP

Any discussion of the catalysis of a gas reaction by an
(SLP) must consider the site of catalytic activity since this
may be far from obvious. If strong specific interactions
occur, appreciable gas solubilities may be found and the
catalysis can be regarded as homogeneous. For many liquids,
however, gas solubilities are extremely small, solute concen-
trations are high, gas-liquid diffusion coefficients could be
low, and the reaction can, in principle, take place on the
surface of the liquid.

Three broad regimes are thus possible: (1) reaction takes
place on the surface of the liquid, (2) reaction takes place
homogeneously in the bulk of the liquid catalyst without dif-
fusional restrictions, (3) reaction takes place homogeneously in
the liquid catalyst but is limited to a layer near the liquid
surface because of diffusional effects.

Reaction between a gas and a liquid normally involves
absorption and physical solution of the gas followed by homo-
geneous reaction between the dissolved species. The problem of
gas absorption with chemical reaction has been extensively
studied and in such systems the observed rate of gas absorption
will be a function of the chemical reaction rate, the diffusion
of the dissolved gas, and possibly fluid dynamics of the system
(the rate of surface renewal) if surface tension driven or other
circulation effects occur. There is no evidence of these so far
in the thin films employed in practical catalysts.

In regimes (1) or (2), if the concentration of catalyst is
constant the formal rate equations are the same as that used by
Mars and van Krevelen (61) to model partial oxidation reactions.
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Here we have k1
A(gas) and B(liquid catalyst) —> C(gaseous product)

k, + D(intermediate) . . . .(a)
D(intermediate) + E(gas) —> B(liquid catalyst) . . . . . .(b)

B and D are two forms of the catalyst which in a redox process
would be different valency states of a transition metal ion, or
alternatively they could represent unstable complexes of the
dissolved catalyst with the reactants A and E.

If the reaction is fast enough, relative to the transport
processes, then liquid phase diffusional transport is important:
this possibility is highly relevant in SLP catalyst behaviour
because one of the main incentives is to disperse the liquid and
obtain a high liquid-gas surface area.

When the reaction is rapid, most of the reaction takes place
in a thin film near the interface, and the bulk concentration of
the physically dissolved gas remains low. In that case the rate
of gas absorption and reaction will then be proportional to the
interfacial surface area and given by an expression of the type
provided all other parameters are held constant

Rate of reaction = AC*(DkO)l/2

where A = interfacial surface area, cm2, C* = saturated solubil-
ity of the physically dissolved gas (g-mole/cm3)atm, D =
diffusion coefficient of the dissolved gas, cm2/sec, ko, = pseudo-
first-order rate constant, sec™l.

Estimates for the depth of penetration of the dissolved gas
can be obtained from

where A = penetration distance, cm, D = diffusion coefficient of
the dissolved gas, cm2/sec, and k, = pseudo-first-order rate
constant.

These equations are applicable for a reaction proceeding
under pseudo-first-order conditions, i.e. when the concen-
tration of the solute species is constant right up to the gas/
liquid interface. It is thus possible to examine the possibility
that reaction may occur in a film for the catalyst reoxidation
and reduction reactions separately, if the two-stage redox
mechanism is appropriate. The penetration theory leads to a
series of coupled nonlinear partial differential equations
which have to be solved numerically with appropriate boundary
conditions. For example, if y is the distance from the melt
surface, the equation governing the concentration of species B
in time and space is
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This problem becomes quite involved since there is a
similar equation for each diffusing/reacting species, all of
which have to be solved simultaneously. Shah and Kenney (56)
have considered the solution of these equations. The steady
state concentrations of all species are obtainable once the
liquid distribution in the particle is specified and can be
derived either by solving equations of the above form with the
time dependent terms set to zero, or, often just as convenient,
computationally determining concentration distributions as
t + ©. Villadsen and Livbjerg (2) have recently adopted the
former approach and derived only slightly more complex analogues
for diffusion-controlled reactions for limiting regimes such as
that in which one gaseous reactant penetrates deeply into the
melt but the other virtually reacts on the melt surface, as well
as presenting plots of the familiar Thiele modulus - effective-
ness factor type for intermediate regimes. Particular interest
again attaches to the SOy oxidation catalyst and the thickness
of the active film. Using the oxygen absorption kinetics in an
unsupported melt, Holroyd and Kenney obtained a value of
900°A (42). Boreskov et al. (60) approached this problem in a
different way by depositing known weights of melt on an inert
granular support and determining the reaction rate as a function
of the thickness of the melt film. They suggested that the rate-
controlling step was diffusion of oxygen into the melt which
penetrated 100 to 200 R.

The calculations of Villadsen do however show that measure-
ments with thick layers of unsupported melts could give erron-
eous predictions when transposed to the much thinner SLP's, but
the inevitable uncertainties in liquid film thickness and distri-
bution in an actual SLP are likely in any experiments to give
errors which are comparable in size. Further consequences of
concentration changes in dissolved species arising from the
partial precipitation of yi+ species are discussed in the paper
of Villadsen et al. (26). The detailed understanding of such
processes requires more data on gas solubilities and gas dif-
fusion coefficients. Comtat and Mahenc (57) show how the latter
can be obtained in pyrosulfate melts using electrochemical
methods.

u, Liquid distribution within the porous support

The behaviour of an (SLP) will depend not only on the
amount of liquid dispersed within the porous solid but also on
whether the liquid is dispersed as a thin film, a plug or some
more complex and realistic distribution. Ideally all pores will
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be coated with a uniform thin film of liquid. As the liquid
film thickness is increased, assuming gas and liquid phase
transport resistances remain negligible, the rate/unit volume

of catalyst will rise. However, at some stage of liquid load-
ing, flooding will occur, clumps or clusters of liquid can form,
the area of liquid exposed to the gas will fall, liquid film
thickness is then appreciably greater and liquid diffusion
effects could become important. The reaction rate will thus be
less than that obtained with a non-transport limited liquid
filled catalyst with the same liquid loading or alternatively
the rate can actually go through a maximum. These effects were
first recognised by Rony (58) in a simple cylindrical pore

model and his and other findings have been collated by Villadsen
and Livbjerg (2) which confirm these qualitative predictions
very clearly (Fig.3). These show the actual rate of reaction
per unit volume of 1liquid catalyst relative to the expected rate
if all the catalyst were uniformly accessible to the reactants
as a function of a, the fraction of pore volume filled with
liquid. The systems are (a) Hydrogenation of propylene with a
solution of tris (triphenyl-phosphine) rhodium chloride/silica-
gel at 24°C and 20 psig, (b) Isomerization of but-l-ene with
solution of rhodium chloride/silicagel at 25°C, (c) Hydro-
formylation of propylene with solution of bis (triphenyl-
phosphine) rhodium carbonyl chloride/silicagel 136°C and 490
psig, (d) SO, oxidation_ on molten V,0g-KpS50/porous SiO,
glass, pore diameter 586A, 480°C, (e) Conversion of ethylene
and water to acetaldehyde with a hydrochloric acid solution of
PdCl2 and CuCfy/alumina at 70°C, (£f) as (d) with pore diameter
3060 A. -

A more precise picture of an (SLP) distribution in a porous
network raises serious theoretical problems because of the
difficulty in defining analytically the pore structure. Thermo-
dynamically the total surface free energy is compounded from
contributions from three interfaces

S

G° = + A(1l-a

Bes, Vs, s * ALe'e

where A is the total support surface area, Ajg the gas/liquid
area, aj, is the fraction of A covered with bulk liquid and Y the
surface tension. Limiting behaviour arises if ygg - Ygp < O
implying a contact angle >90° and giving non-wetting behaviour.
Alternatively Ygg - Ygr < O when spontaneous wetting can occur.
A wealth of more complex distributions can arise in practice
depending on the pore structure. For example, liquid can
accumulate at the contact points of non-porous pellets, in the
irregularities that form in pore walls or in the formation of
islands. These latter clusters were reported by Villadsen and
co-workers at an earlier meeting (gg) and are more fully
discussed in their recent review (2) with special reference to
the V,05-Ky0 sulphuric acid catalyst. Again, film thicknesses
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of about lOOOX form the theoretically and technically-interesting
range. Another model of (SLP) distributions has been given by
Abed and Rinker (59).

Theoretical problems abound in this area because for a
given pore structure there are a large number, if not an infinity,
of thermodynamically stable liquid distrbutions. Hysteresis
effects are well known in capillary phenomena. The dynamic
behaviour of creeping liquids is a relevant problem too, however
inconvenient and intractable. Industrial reports and folk-lore
speak of the decrease of the active area of sulphuric acid
catalyst during operation, or fused lumps of catalyst pellets
being found in phthalic anhydride converters. Villadsen (2)
quotes an example of the 'suction' of pyrosulfate-V,0g melt
from an impregnated silica support of 3000A pore diameter into
a 160R pore support. Kenney and Alexander (unpublished) found
molten carbonates can climb out of ceramic crucibles, analogous
problems being well known to those developing porous electrodes
for high temperature fuel cells. Such dynamic effects arising
from physical and chemical interactions between an SLP and the
support may be responsible for some of the arguments as to
whether the support itself plays any role in the catalytic
reaction. Anyone embarking on research in this area requires
some familiarity with fields as diverse as liquid distribution
in gas chromatography supports and the dynamics of moisture
movement in clays and soils.
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Coal Conversion Reaction Engineering

C. Y. WEN and S. TONE
Department of Chemical Engineering, West Virginia University, Morgantown, WV 26508

Coal is clearly our most abundant fossil resource and will
play a key role in supplying energy and chemicals well into the
next century.

Coal combustion, gasification and liquefaction processes are
presently in various stages of development, ranging from those
that are commercially available or are now being tested at pilot
plant scale to those that are formulated conceptually and are yet
to be tested. Coal gasification plants based on the first gener-
ation processes, which are mostly German processes or improved
versions of them, are now being built or planned for construction.
A number of second generation processes are being tested in large
pilot plants or are being prepared for building demonstration
plants. In addition, there are several recent discoveries now in
research stage that show exciting promise. Thus, we are encour-
aged by the advance in the technical status of coal conversion
processes because present and planned activities promise to place
technical opersbility of these processes within reach.

In recent years considerable advances have also been made in
our understanding of the physical and chemical properties of coal
and of the coal conversion reactions. These advances are due in
large part to an intensive research and development effort aimed
at improving coal conversion technologies to meet societal,
economic and environmental requirements.

Relatively few attempts have been made, however, to systema-
tically organize the subject and critically evaluate the vast
amount of information available in literature based mainly on the
chemical reaction engineering point of view. A major difficulty
in accomplishing this task is due to the complexity and hetero-
geneity of coal's structure and its behavior under different
environments, which precludes any attempt to draw generalizations.
Additional difficulty stems from lack of understanding the in-
trusion of complex physical phenomena, such as hydrodynamics and
mass and heat transfers, on chemical rate processes in coal
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conversion reactors, particularly at high temperatures and high
pressures.

It is the goal of this paper to attempt a systematic organ-
ization of material in order that mechanistic as well as pheno-
menological models useful for design and scale-up of coal conver-
sion reactors can be developed. The approach taken here is to
examine the current status of coal conversion reactions on a
single particle and to select a realistic yet sufficiently simple
model capable of describing the phenomena. The deficiencies and
limitations of each model are presented carefully.

In the selection of a proper rate expression of a single
particle reaction, we often prefer a simpler form that represents
the experimental data over a more complicated form, even at the
expense of somewhat reduced accuracy. Since all rate expressions
are empirical or semi-theoretical at best, it seems unnecessary
to add complications by applying analysis that originated with
the Langmuir adsorption isotherm or other type of isotherms
(Freundlich, Templins, etc.). Such complication becomes more
apparent when the rate expression must be incorporated with
varying heat and diffusion effects of the system. In fact, when
the rate expression contains more than four parameters that must
be determined experimentally for different operating conditions
and for different types of coal, it becomes not only impractical
to use such an expression but also extremely difficult to apply
it in reactor design and simulation. This is quite obvious in
view of the fact that in addition to the hydrodynamics, heat
transfer and diffusion effects, a number of simultaneous
_reactions occurring in the reactor must be taken into considera-
tion.

The single coal particle models selected are then combined
with reactor flow models and heat and mass transfer character-
istics of a multiparticle system. These analyses are applied for
reactor design stressing the current state of knowledge and un-
certainties in the supporting data. Here rather than attempting
to cover the numerous individual coal conversion reactors
developed or being developed, they are classified according to
their unique fluid-solids contacting modes (i.e., moving bed,
fluidized bed, entrained bed, slurry bed reactors, etc.) in order
to emphasize the similarity as well as dissimilarity of the coal
conversion reactors. Fig. 1 presents an overall flow diagram of
coal conversion reaction engineering, which illustrates inter-
relations and sequences of the subject matters desirable in
organizing this field into a systematic and coherent branch of
chemical reaction engineering.

COAL, CONVERSION MODEL FOR SINGLE PARTICLES

In developing a coal conversion reaction model for a single
particle system, it is very important to recognize the complexity
and heterogeneity of the structure of coal. Coal is a complex,
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nonuniform solid consisting of the metamorphosed remains of
ancient vegetation. Buried and pressed by sediments with loss of
water and volatile matter, the earliest stage of coal lignite was
formed. As the lignite was buried deeper and compressed further,
the heat associated with compression increased and accelerated
devolatilization. As a result, the rank of coal became progres-
sively higher, rising from lignite, sub-bituminous, bituminous,
semi-bituminous and semi-anthracite to anthracite. The heating
values of coals as a function of carbon contents are shown in
Fig. 2.

Lignite and sub-bituminous coals are non-agglomerating; have
higher oxygen, alkali minerals, and moisture contents; and are in
general more reactive than bituminous coals, which are caking
coals. Anthracite coals contain less oxygen, less moisture and
less volatile matter and are much less reactive than other coals.

Mineral matter and sulfur contents in coal depend on the
seam from which coal is mined. Chemically, coals contain C, H,
O, N, S, and minerals in varying portions. The approximate range
of the H/C atomic ratio and 0/C atomic ratio for various rank
coals which seems to affect the reactivity is shown in Fig. 3.

(1) PYROLYSIS AND HYDROPYROLYSIS OF COAL

The pyrolysis takes place for all coal conversion reactions
when coal is heated above the "pyrolysis temperature." The be-
havior of coal during pyrolysis is governed by coal type and ex-
perimental conditions such as particle size, heating rate, re-
action temperature and pressure, and species of gas (inert, Ho,
O, etc.) in which it is pyrolyzed.

During pyrolysis the bituminous coal softens to form a meta-
plast. Before the center reaches softening temperature, the
devolatilization starts and particles swell to become cenospheres
and, with further thermosetting, to produce coke or char. The
volatiles tend to come off in concentrated and randomly distri-
buted jets at different points on the particle surface as shown
in Fig. 4. Pyrolysis produces a range of products from hydrogen
gas to heavy tar of widely varying molecular weights. The pro-
ducts of coal pyrolysis depend mainly on temperature, heating
rate, and vapor phase residence time. High temperatures and a
long vapor phase residence time tend to favor production of gases.
The process of rapid pyrolysis with heating rate substantially
greater than 500°C/sec has a potential of developing to one of
the most effective ways of utilizing hydrocarbons contained in
coal. To achieve a rapid rate of pyrolysis, pulverized coal
burners, fluidized bed, free-fall, entrained bed and cyclone bed
reactors are often employed. The problem of predicting product
distribution from coal pyrolysis is more difficult than predict-
ing the total yield. The products like higher hydrocarbons,
liquids and tar are apparently not the result of a single decom-
position reaction. Further systematic investigations with a
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wider variety of coals, heating rates and temperature levels are
needed to increase understanding of this subject.

Rates of coal pyrolysis in an inert atmosphere have been in-
vestigated by many researchers. Rate of volatile release is
apparently dependent on temperature and particle size above 100
microns and probably independent on particle size below 50
microns with a transition between 50 to 100 microns. Table I
lists the major rate correlations for coal pyrolysis. Equations
due to Badzioch and Hawksley (1), Anthony and Howard (2,3), and
Wen et al. (4) are based essentially on the concept that the rate
of pyrolysis is proportional to the amount of volatile content
remaining in the coal:

% =k (V* - V) where k = k_ exp (-E/RgT)

For Badzioch and Hawksley (1) and for Wen et al. (L), the activa-
tion energy, E, is a constant. Following the idea of Pitt (8),
Anthony and Howard (2) introduced Gaussian distribution of acti-
vation energy, E, with a mean value of E, and standard deviation
of g.

The presence of a large quantity of hydrogen greatly affects
the phenomena of pyrolysis, which is often referred to as hydro-
pyrolysis. Therefore, it is logical to discuss the mechanism of
pyrolysis in conjunction with the phenomenon of hydropyrolysis.

Hydropyrolysis or hydrocarbonization refers to the process
in which pulverized coal particles are mixed with hydrogen at
elevated temperature and pressure for a short time. The process
appears attractive because it has been demonstrated that it is
possible to obtain yields significantly greater than the proximate
volatiles' content of coal. The reaction products include
distillate oils, benzene, toluene, xXylene and light gases such as
methane, ethane and oxides of carbon along with a desulfurized
combustible char.

Several experimental studies (3,9,10,11,12,13) have quali-
tatively identified the operating conditions for maximizing the
hydrocarbon yields that appear to be sensitive to temperature,
total pressure, hydrogen partial pressure, particle size, char
and vapor residence time.

Their findings can be summarized qualitatively in the
following:

Effect of Pressure

(A) Total Pressure. When coal is pyrolyzed in an inert
atmosphere (under low hydrogen or low oxygen partial pressure),
the total conversion (or total yield including all products) de-
creases as the pressure is increased. Typically, bituminous coal
pyrolyzed at 1000°C yields 50-55% of the weight of coal at 10~
atm but only 35-40% at 100 atm. Liquid hydrocarbons including
tar also decrease from sbout 32% to 10%, whereas the gaseous
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Figure 4. Pyrolysis and combustion of
c

Author
and Year

Gregory and
Littlejohn (5)
(1965)

Howard and
Essenhigh (6)
(1967)

oal

Table I.

Heating
Rate

Slow,
Intermediate

Rapid

Jintgen et al.(7) Slow,

(1968)

Badzioch (:)ad
Hawksley (1
(1970)

Wen et al. (4
(1974) Y

Anthony and
Howard (2,3)
(1976)

Intermediate

Rapid
(25000-5000°C/S)

Slow,
Intermediate

or Rapid

Slow,
Intermediate

or Rapid
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PYROLYSIS

AND VOLATILE

COMBUSTION
LARGE SMALL
PARTICLE PARTICLE

SURFACE REACTION
VOLUME REACTION

Correlations for Pyrolysis of Coal/Char

Température
Range end Pressure| Total Volatiles Yicld or Rate
S00 - 1100°C V= VM- R-N

Atmospheric (N,) R = 10A, A = 11.37 - 3,961 log, T ¢+ 0.05W™
W =0.20 (WM-10.9)

200 - 1550°C V. k exp (-E/RD(V. - V)
Atmospheric (air) dt ° ¢ °
2
Up to 1000%C av Ko'o e RN E
Atmospheric (N) | dT " ~m  PRgT ™ eE Rl
m = d_t.

up to 1000°C v, } .
Atmospheric (N,) | dt * Ko P CE/RgD(V - V)

Ve = WM (1-0)Q

$50-1500°C

dx
Atmospheric (N at ~ Ko eXP(-E/RgT)(£-X)

)

up to 1000°C PV Ve (1 - 7 exp(- b kAR ECE)EE)
0.001 to 100 atm.
(He and "2) k = k, exp (-E/RKT)

-1
Ve = V"“_ . v;-[loxl/(xc/Posz"z] oxspnz

£(E) = (o(2m) /21 exp(- (E-E,) 2/ 207)

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch003

3. weEN aNp TONE  Coal Conversion Reaction Engineering 63

hydrocarbons increﬁ.ses from about 4% to T% when the pressure is
increased from 10~ atm to 100 atm.

(B) Hydrogen Pressure. A substantially higher product yield
in hydropyrolysis is clearly indicated (;,Q). The presence of
hydrogen significantly improves the yields of the desirable liquid
and gaseous products such as methane and benzene. Increasing
hydrogen pressure from 10, 100 to 150 atm typically increases the
yield from 50, 60, to T0% of the weight of bituminous coal at
1000°C, respectively.

Effect of Temperature

(A) 1Inert Atmosphere. Fig. 5 schematically represents the
effect of heating rate on relative yields and product distribution.
Fig. 5 qualitatively indicates that the faster the heating rate to
a given temperature, the greater the total yield up to a limit.

(B) Hydrogen Atmosphere. Hydropyrolysis in hydrogen at 100
atm shows that an increase in heating rate from 20 to 650°C/sec
increases the methane yield by a factor of 1.5 and the benzene
yield by a factor of more than 3 and decreases significantly
(almost 1/10) in the heavy-product yield.

However, when increasing heating rate from 650°C/sec to
1400°C/sec the product yield remains essentially the same.
Apparently a heating rate of 650°C/sec or greater is adequate to
ensure the fragmentation of coal moleculés before repolymerization
takes place to form large molecules.

Effect of Solids and Gas Residence Time

(A) Hydrogen Atmosphere. Too short solid residence time
does not permit the heavy species devolatilized from coal to be
hydrocracked to the lighter product. Methane yield seems to in-
crease 1.5 times when solid contact time is increased from 2 to 30
sec. At a heating rate of 650°C/sec, solid contact times of 10
sec are sufficient for particles smaller than 43 microns.

Similarly, increasing the residence time of vapor leads to
increased thermal decomposition of the reaction products yielding
more methane. For example, increase of vapor residence time from
0.2 to 23 sec increases the methane yield by a factor of 2.7 but
decreases other hydrocarbons significantly.

Following closely the mechanism of hydropyrolysis proposed by
Anthony et al. (3), Russel et al. (12) recently proposed an in-
teresting theory describing the combined effect of chemical re-
actions and mass transfer occurring in a single coal particle
during hydropyrolysis. Their work is briefly summarized below.
The kinetic model for hydropyrolysis consists of the following
steps:
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(a) Devolatilization: C Ko , (1-v)V + vV* + C*

where C = reactive coal, C¥ = activated coal, V = um-
reactive volatile, V¥ = reactive volatile, v = fraction
of reactive volatile

rate of devolatilization, R, = ko C. and
A, exp (‘Eo/RgT) for single reaction
k = {
° A, IT£(E) exp (-E/RgT)dE for multiple reactions
o

Here, f(E) is a distribution function.

Ky
(b) Deposition: V¥ —=—» s

where S = inert char

rate of deposition, Rl = kl Cv*

k
(¢) Stabilization: V* + H, —2 5 v

rate of stabilization, R2 = k2 CH2 Cv*

k
() Direct Hydrogemation: C¥ + H, —3 > v+ c*

rate of direct hydrogenation, R_ = k3 Cc* c

H

3 2

k),
(e) Polymerization: C*¥ —>» S

rate of polymerization, Rh = kh Cc*

They postulated that for slow rates of devolatilization hydrogen
permeates the entire particle, immediately stabilizing all reac-
tive volatiles and preventing deposition. Increases in the
devolatilization rate reduce the hydrogen concentration within the
particle with the concentration at the center eventually falling
to zero. A further increase in devolatilization rate produces a
core of no hydrogen and the reaction interface of hydrogen at core
surface. Under this condition the product yield is reduced due to
deposition of reactive volatiles. At extremely rapid rates bulk
flow of volatiles effectively excludes hydrogen from the particle,
and the reaction interface is at the external surface of the
particle.

Assuming the coal particle to remain a porous sphere and
instantaneous reaction of hydrogen with reactive wolatiles at
reaction interface, they formulated the conservation equation
under isothermal conditions for the four gaseous species:
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reactive and unreactive volatiles, hydrogen and inert gas. They
numerically solved the mass balance equation similar to Eq. (9)
assuming isothermal particle,no external mass transfer resistance
and a pseudo steady state condition. The total yields obtained
by integrating the mass balance equation over the time-temperature
history were shown to agree well with the experimental data of
Anthony et al. (_3) for various total pressure, hydrogen partial
pressure and particle size.

Volatile Combustion

Volatiles produced on pyrolysis burn with oxygen in coal
combustion processes either immediately as the volatiles leave
the particles or after the volatile jets break through a distance
from the particle. The rate of the volatile combustion is con-
trolled in the immediate combustion by rate of pyrolysis while in
the delayed combustion by the rate of mixing with oxygen. Infor-
mation on the kinetics volatile combustion is very limited.

Two hypotheses for the combustion during pyrolysis have been
proposed regarding whether or not the burning occurs in the coal
particles. Howard and Essenhigh (6) assumed that the burning of
volatiles occurs both in the interior of the solid as well as
within the laminar layer of gas surrounding the particles. Field
et al. (14), on the other hand, assumed that because volatiles mix
with oxygen at the particle surface and the burning rate is ex-
tremely fast, the overall rate is controlled by the boundary
layer diffusion. Dobner et al. (15) argued that combustion of
volatiles proceeds in the laminar layer outside of the particle
and that oxygen cannot reach the interior of the particle until
the combustion of volatiles outside of the particle is completed.

An alternative model is based on theé common assumption that
volatiles react rapidly to form CO and Ho with the subsequent CO
oxidation as the rate determining step. According to Hottel et
al. (16), the following equation can be used to calculate CO
oxidation rate:

ac
-—ﬂ=AC c 0'?
2

at o’ 0
where C; is the concentration of gaseous component i, A has values
from 3x1010 to 18x1010 (units in mole, cm3, sec). At combustion
temperature of about 1500°C, CO combustion rate is about 10° times
greater than the subsequent burning rate of char and oxygen.

c 0.5

,0 . exp (-lG,OOO/RgT)

(2) CHAR-GAS REACTIONS

The char that is formed as the result of the first stage
reaction, namely pyrolysis and combustion of volatiles, is very
different from its parent coal in size, shape and pore structure.
The char-gas reactions occurring in the second stage following
the pyrolysis reaction are heterogeneous reactions and take place
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on the surface of the solid reactants. The phenomena can be
classified into two distinct modes of reactions: volumetric re-
action and surface reaction. In the case of volumetric reaction,
the reacting gas diffuses into the interior of the particles. As
the reaction proceeds, porous char and ash layer are built up
around the outer layer of the particles as the "reacting zone"
continues to shrink. In the case of surface reaction, the react-
ing gas does not penetrate into the interior of the solid
particles but is confined to react at the surface of the "shrink-
ing core of unreacted solid" (17). Generally, surface reaction
occurs when the chemical reaction is very fast, such as combustion
reaction, and diffusion is the rate controlling step. Volumetric
reaction, on the other hand, is the characteristic of slow re-
action in a porous solid, such as gasification reaction of char by
002 or H.O.
Altﬁough the rate of heterogeneous reactions is usually
expressed according to the Langmuir-Hinshelwood mechanisms (Walker
et al. (18)), a simpler power law expression is recommended for
most of the char-gas reactions. This is to reduce the mathemati-
cal complexity in reactor modelling and the number of parameters
needed to be determined by experimentation. Accordingly, the rate
expression for a volumetric reaction can be described in the
following forms:

ac

S

= . n_,.n
-w =k, (X,T)cA Cq (1)

where k_ is the volumetric reaction rate constant, and a, (X,T) is
a term representing available pore surface area of particles and
is a function of carbon conversion, X, and temperature, T.

In the case of surface reaction, on the other hand, the rate
is proportional to the surface area of the reaction interface and
is expressed by

axX _ . . n m
il SR ¢ Coo (2)
ex

where Sg_ (= Sq /wo) is the geometric surface area of the shrink-
ing interéace per unit original weight of a particle. kg is the
surface reaction rate constant. The solid reactant concentration
is constant and is equal to the original solid reactant concen-
tration of the char in the surface reaction expression.

Various forms of rate expressions have appeared in the liter-
ature. It is essential that a proper form is used when comparing
the experimental data of different investigators. The conversion
of one form of the rate expression to another is listed in Table
ITI. A pictorial representation of pyrolysis and the subsequent
char-gas reaction is shown in Fig. 4 for a large particle and a
small particle, which may behave differently.
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Char-Oxygen Reaction

The mechanism of char-oxygen reaction is better understood
than either pyrolysis or volatile combustion. Thring and
Essenhigh (;2_) showed that the burning rate of the char-oxygen
reaction is zero order with respect to oxygen concentration below
1200°K and is first order between 1200°K and 2200°K. Glassman
(2_0)argued that the burning rate of coal particles in either a
quiescent or convective atmosphere is directly proportional to the
oxygen concentration, and for coal particles surrounded by an ash
layer the burning rate is proportional to the square root of
oxygen concentration. The rate determining step in the combustion
of char varies depending on the range of temperature, particle
size and specific surface area of the char. Field (2_1) reported
the burning rate of pulverized coal of various particle sizes and
showed that for small particles (below 50 um) the combustion is
chemical reaction controlled and for large particles (above 100
um) combustion is diffusion controlled. Mulcahy and Smith (23)
reported that the burning rate at temperatures higher than 1200°K
and for particles larger than 100 microns is determined by
diffusion rate of oxygen to the surface.

For the temperature range above 1000°K, Field et al. (1k)
presented a combustion rate expression combining both the rate of
chemical reaction and that of diffusion as follows:

P
Sl Te (3)
S at 1/kS + 1/ky

ex

where ng, is mass of char, Sy is external surface of particle, P02
is partial pressure of oxygen, kg and kp can be expressed as:

kg = 8710 exp (-17,967/T) [em/cm®. sec - atm]

D

The mechanism factor, ¥, is a function of coal type, the
ratio of CO to CO2 formed and the particle size. 1y takes a value
of 2 when CO is the direct product of char-Op reaction and a value
of 1 when COo is the direct product. The following correlations
are suggested for rough estimation of ¥:

k. = 0.292 y D‘/T dp [gm/cm2- sec - atm]

p = (22 + 2)/(2 + 2) for d; < 50 um

v =[(22 +2) - Z(dp-SO)/950]/(Z+2) for 50 um < & 1000 um
and P = 1.0 for dp > 1000 um

where 7 =[C0]/[C0,] = 2500 exp (-6249/T)

= i o
dp in ym and T (Ts + Tg)/?_" in °K
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The subject of mechanism of CO formation during char com-
bustion is discussed in a later section.

Smith and co-workers (23,2l) measured the burning rate of
bituminous coal char for particle sizes of 18, 35, and 7O micronms.
They concluded that for these particles the combustion rate is
slower than the rate of diffusion of oxygen to the reaction sur-
face. The activation energy for chemical reaction controlling
regime is evaluated to be 27 Kcal/mol. They reported that in the
range of temperatures from 800 to 1T00°K, the combustion occurred
in the intermediate regime between that controlled by chemical
reaction and that controlled by the pore diffusion. The Field
et al. (14) rate expression of Eq. (3), however, does not agree
with the data of Smith and co-workers (23,24) at the temperature
range below 900°K. Their data indicate that at lower temperature
combustion takes place throughout the pore surface within the char
rather than at a sharp interface as implied by Eq. (3).

Hamor et al. (25) and Smith and Tyler (26) measured com-
bustion rate of pulverized Brown coal char in an entrainment
reactor and in a fixed bed reactor having a size range of 89, L9,
and 22 microns. They found that below T60°K combustion of both
the 89 and 49 micron particles is controlled by chemical reaction
alone and shows an activation energy of 32 Kcal/mol. When tem-
perature is raised to above 900°K, combustion of these particles
is controlled by both diffusion and chemical reaction and shows an
activation energy of 16.2 Kcal/mol, which is one-half of the
"true" activation energy in chemical reaction controlled regime.
However, for a 22 micron particle, the rate at this temperature
is apparently still controlled by chemical reaction alone. Above
1550°K, combustion of an 89 micron particle is controlled by
oxygen diffusion rate. For the "intrinsic" reaction rate, they
proposed an empirical correlation for a temperature range from
630 to 1812%K:

Rate = 1.3k4 exp [-32,600/RgTs] g/ (cnPsec) (5)

Dutta and Wen (27) found that the burning rate of char of a
particle size from 35 to 60 mesh at low temperature is reaction
controlled and obeys the volume reaction model. Their rate
expression can be written as follows:

ax _

a - v %y Coe (2-x) (6)
and obtained an activation energy of 31 Kcal/mol. According to
the volume reaction model, they expressed the burning rate under

the influence of intraparticle diffusion as

Lenk, a, G, (%) (7

where effectiveness factor, n, is defined as:
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=3 (-1 -1
n=3 ( r— : )
Here ¢ = ¢, [(l-X)a;r]l/z, a’ = av/g(x), g(x) is given by D

Deog(x) and is a function of conversion X, ¢o = To (ky Cso7Deo)1/2’
and Dg, is the effective diffusivity of char at zero conversion.

By using Eq. (T), they showed that in the combustion of char
resistance due to pore diffusion is negligible for temperatures
below 5T76°C.

In spite of a great number of studies available on coal com-
bustion rate, the understanding of the phenomenon is far from
complete. In fact the combustion rate data available up to now
are very confusing even for relatively small particles. As shown
in Fig. 6 (21,22,23,24,25), the rates of combustion seem to be
affected by the types of coal but the quantitative effect of the
temperature and particle size as well as the rate determining
factors are not yet clearly understood. This is primarily due to
the difficulty in experimental evaluation of the particle tempera-
ture and the measurement of changes in physical properties of coal
during the course of combustion.

Mechanism of Char Burning and CO Formation

The combustion of residual char produces various ratios of CO
and COp via char-Op reaction. Authur (28) presented an empirical
correlation for CO to COp ratio as indicated by Eq. (4). From
Eq. (L) it is apparent that CO is the dominant product at high
temperature.

The burning mechanism of char and product gas concentration
distributions around the burning char are very complex, and many
researchers have proposed different models. When the combustion
is controlled by diffusion alone, Borghi et al. (_2_9_) maintained
that for large particles it is possible for the rate of the re-
action 2 CO + 02 + 2 COp to be fast encugh to consume all the
oxygen before it reaches the carbon surface, and the CO then is
supplied by the reaction COo + C + 2 CO. As the reaction becomes
kinetically controlled, the atmosphere surrounding the particle
will be approximately uniform, and COp and 02 will have equal
opportunity to reach the surface. The C + CO» reaction then is
too slow to compete with the oxidation by Oo.

Wicke and Wurzbache (30) measured the concentration profiles
of CO, CO2 and Op in the thin film surrounding a burning carbon
rod and found evidence of the existence of a maximum in the con-
centration of COp. Degraaf (31) and Kish (32) found a temperature
maxima of gas surrounding the particle which is several hundred
degrees above the solid surface temperature.

On the other hand, Avedesian and Davidson (33) suggested that
0o and CO burn rapidly in a very thin reaction zone surrounding
the particle. Carbon monoxide produced at the surface diffuses
out toward the reaction zone while Op from the main stream
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diffuses in and burns in a diffusion flame to produce COo as
shown in Fig. 7. According to their model, no CO appears in the
main stream when there is an abundant supply of Oo.

Essenhigh (3l4) presented a physical model as shown in Fig. 7
that includes part of a porous solid with an adjacent diffusion
boundary layer in the gas phase. Reaction between oxygen and
carbon occurs heterogeneously at all available surfaces, exterior
and interior. In his model the CO/COo ratio rises with tempera-
ture, and CO becomes the principal product at about 1000°C and
above (Authur (28)). The CO also reacts in the gas phase with
oxygen to produce CO2, partly in the particle pores and partly
in the boundary layer of the char. As the oxygen concentration in
the main stream is enriched, there is more CO burn-up inside the
solid.

Caram and Amundson (;2) suggested that large particles
(> 2 mm) burn according to the double film theory (36) shown in
Fig. T, whereas small particles (< 100 pm) burn according to the
single film model. 1In analyzing the homogeneous combustion of CO
and the heterogeneous reaction of carbon with oxygen and with
carbon dioxide according to double film models, they concluded
that large particles (5 mm) tend to reach an upper steady state
in which the particle is surrounded by a CO flame. For very small
particles (50 uym) such a flame does not develop. Thus, it is
evident that the char and oxygen reaction occurs in the interior
surface of smaller particles at lower temperature because oxygen
does not get consumed near the external surface while enough is
supplied to the interior by the pore diffusion from the bulk phase.

Char-Hydrogen Reaction

The reaction of char and hydrogen is quite exothermic and
produces mainly methane. This reaction is very slow when hydrogen
partial pressure is low and temperature is low. But at high
hydrogen partial pressure and temperature above TO0°C, the rate of
this reaction becomes appreciable. The mechanism of this reaction
is rather complicated and has been studied by a number of investi-
gators (37,38,39,40). The initial phase of reaction between
hydrogen and coal, or hydropyrolysis, is very rapid and has been
discussed in detail in the previous section. Depending on the
operating condition, it is possible to convert more than 40% of
coal during the first stage of hydropyrolysis. The reaction of
hydrogen with the remaining char is much slower and takes place
mostly on the solid surface. Wen and Huebler (L41) proposed the
following empirical equation for the rate of first and second
stage hydrogasification.

s Ko (e _ o
First Stage: o =k (f x)(cH2 CHa)

where X is carbon conversion and f is the fraction of carbon that
can be converted in the first stage. ky is approximately equal to
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9.5 x 104 and 9.0 x 10™> (m3/mol C-sec) for raw bituminous coal
and pretreated bituminous coal, respectively. Cf_f ,» the hydrogen
concentration in equilibrium with coal at various2conversion,
must be evaluated for different coals at different conversion and
temperatures (41). The value of C#, is much smaller compared to
that for the B-graphite-Hy-CH) systém.

.o *
Second Stage: G = ki (l-x)(PH - Py )
2 2
X-f

where x = s and is the carbon conversion in the second stage

reaction. kg, which varies with the type of coal (39,4h,146,147,
148), has the following values at 800°C (38,L40,42):

Coal Type k2, (a.tm.sec)-l

Lignite 0.185 x 10 2~ 0.42 x 10:2
Sub-bi tuminous 0.196 x 1072~0.28 x 102,
Bituminous 0.097 x 10 °~0.159 x 10

The apparent activation energy for the second stage hydrogasifi-
cation of char has been reported to vary between 30 to 41 Kcal/mol
(4o,43,4l). Zahradnik and Glenn (45) discussed the mechanism of
methane formation in hydrogasification reaction and proposed an
empirical rate expression for Pittsburgh seam coal as follows:

e+ ne “E/RT Py,
MY = E/RT (for residence time 14~1T sec)
l+Ae g . P
Hy

where MY is the yield of methane expressed as the fraction of
carbon in coal appearing as methane, a = 0.08, E = 15.42 Kcal/mol,
A = 7.005 atml, Py, in atm and T in °K.

Johnson (L) aZso presented an empirical correlation of
hydrogasification rates for the first stage and the second stage
reactions based primarily on the data obtained from a thermo-
balance.

Char-Carbon Dioxide Reaction

The rate of char-COo reaction is relatively slow and is
comparable with that of char-steam reaction. Dutta et al. (46)
measured the rate of char-CO» reaction and concluded that for
particles smaller than 300 microns and when the temperature is
lower than 1000°C, the reaction is controlled by the rate of
chemical reaction and takes place nearly uniformly throughout the
interior of the char particle. The rate of reaction under such
conditions can be expressed as (L46):

dx
Z=g k. (1-3)
at vV 002
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where oy is the available surface area per unit weight divided by
the initial available pore surface per unit weight of particle.

n is the order of reaction and varies depending on the experimen-
tal conditions. Below 1300°C and with COp concentration between
102 to 10 mol/m3, n is unity. Based on a number of studies (18,
46-52), the reaction rate seems to obey the Langmuir type adsorp-
tion relation and is the first order reaction with respect to CO2
at low COp partial pressure and is a zero order reaction for high
COo partial pressure. The activation energy lies between 43 and
86 Kcal/mol. Dutta et al. (46) indicated that the reactivity of
char increases with an increase in oxygen content of char.
Recently Muralidhara (2_) correlated the initial reaction rate of
char and CO2 in terms of Ca0 and Op content in the char as follows:

axy _ 6 -35,000/T 6 -27,000/T
(dt))c=5 151.4x10°% + 63.1x10°e cCao(1+2h1.h 002)

where (dX/at)y_, is in (sec)™l, Cyp and Co, are weight fraction
of Cgo and oxygen in char, respectively. ‘I'ﬁis equation was for-
mulated using data of Dutta et al. (46), Walker et al. (18) and
Muralidhara (53) for lignite, bituminous coal, sub-bituminous and
anthracite having particle size between 50~T5 microns and CaO and
oxygen contents up to 4% and 3.5%, respectively. The COp partial
pressure was held at 1 atm, and temperature was varied 850°C to
930°C. Apparently, the presence of alkali minerals and oxygen
functional groups enhances the rate of COp reaction. There is
also an indication that CO may hinder the rate of CO, reaction for
temperatures below 1100°C. The catalytic effect of alkali
minerals present in the char is discussed later in the section on
Catalytic Reactions.

Char-Steam Reaction

Char-steam reaction is one of the most important reactions in
industrial practice for generation of CO and Hp. Most of the
earlier investigators, (18,54), used Langmuir-type adsorption
equations to express the rate of this reaction. This reaction is
apparently controlled by chemical reaction between 1000°C and
1200°C for particles smaller than 500 microns and is affected by
diffusion through the pore in the char above 1200°C (55,56,57) -
There is an indication that the reaction is inhibited by the
presence of hydrogen. The order of char-steam reaction varies
with steam concentration in much the same way as that of char-COp
reaction with CO2 concentration. The order of reaction for char-
steam reaction is approximately unity up to unit partial pressure
of steam but tends to become zero as the steam partial pressure
rises significantly (18).

An empirical equation in the chemical reaction controlling
regime developed by Wen (28_) based on the volume reaction model
has the form:
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o %, * Cop BT
a =%y (%0 -
&~ v H, Koo

where k= exp (24.30 - 25120/T) (cm3/mol-sec)
= exp (17.64 - 16810/T) and T is in °K.

1(1-x)

Ke-n,0

The range of the apparent activation energy has been reported
to vary from 35~45 Kcal/mol (58) to 60~80 Kcal/mol (59,60,56).
Johnson (44) observed that presence of steam has little effect
during the rapid stage of pyrolysis. He proposed a rate expres-
sion for the second state reaction similar to that for his char-
hydrogen reaction in the second stage but with a different set of
rate constants.

Catalytic Reactions

It has been well-known for over half a century that char-gas
reactions are catalyzed by metal salts, particularly alkali,
alkali earth and transitional metals. Some of these metal salts
are present in coal ash.

The catalysts found to be effective for gasification of coal
are listed below in order of strength (from strong to weak).

For Production of CH)-;: L:‘.2003, P'b30,4, Fe30,4, Mg0

For Production of H2: K2003, L:|.2003, Pb30h, Cu0

For Production of CO: K2003, L:'.2003, Fe30h, Cr203
For Gasification of Carbon: K2003, L:i.2003, Pb30h, Cr203

Exxon Research and Engineering Co. (61) gasified Illinois
coal that was treated with NapCO3 and/or KpCO3 (up to 15% K in C)
at T00°C and found that these salts catalyzed steam gasification.
They also found that these salts reduced the agglomerating
tendency of caking coals during gasification significantly. The
rate of gasification is essentially proportional to the concen-
tration of the catalyst. For K5CO3 the rate of gasification of
Illinois char in fraction of carbon gasified per hour at 34 atm is
roughly 20.(K/C) and 60 (K/C) at 650°C and T60°C, respectively.
Here K/C is the atomic ratio of potassium and carbon in char. For
Illinois seam char, K/C is approximately 0.0l.

The work at Battelle's Columbus Laboratories (62) also demon-
strated that impregnation of Ca0 into coal before gasification can
prevent agglomeration of coal and greatly increase the reactivity
and hydrocarbon yields in the gasifier even for large coal
particles. The reaction rate for production of methane from
devolatilized chars in hydrogen can be expressed as:
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ax
- [Et—" = 88(1-X_ )P, exp (-13,800/T)
¢c’"H
CI-Ih 2

where t is the time in minutes, Py_ is in psia, T in °K, Xe is
total carbon conversion, and [Xc]cﬁ is the fraction of carbon
converted to methane. The above eqﬁation is valid for Ca0 treated
coal in a solution of NaOH using Cal/coal ratio of 0.13 and hydro-
gen partial pressure of 15.3 atm.

In general, it is very difficult to evaluate the activities
of catalysts present in coal whether they are added and/or im-
pregnated prior to the gasification or are present in coal ashes.
For the surface reaction and the volume reaction models, Wen and
Dutta (63) modified k, and kg in Egqs. (1) and (2) as ky = Zykyt
and kg = Zgkgy where kyy and kgt are the rate constant without
catalyst, and Zy and Zg represent the effect of catalyst. Z, and
Zg depend on factors such as type and quantity of catalysts and
reaction temperature.

Two reactions that seem to be catalyzed by the minerals
present in ashes are (a) water-gas shift reaction and (b) methane-
steam reforming reaction. The kinetics of water-gas shift re-
action have been studied by various investigators (18,64,65,

66). Since the rate of reaction is very rapid, this reaction may
be considered to be in equilibrium at the exit of the gasifier in
most cases. However, the reaction may not have reached equili-
brium within the reactor, particularly near the gas entrarce. The
rate expression using industrial iron oxide catalyst but correct-
ing it by Zy (roughly between 0.001 to 0.010) can be used to
account for the catalystic effect of ashes.-

The methane-steam reforming reaction, the reverse reaction of
methanation reaction, is believed to be catalyzed by the minerals
present in coal. Zahradnik and Grace (67) proposed the following
expression for Pittsburgh seam coal:

dCCH

ok
dat k CCH)4
where k = 312 exp (-30,000/R_T) in secl and T in °K.

Since a number of simul%a.neous reactions are taking place in
a8 coal conversion reactor, it is necessary to have a proper per-
spective of the relative rates of these reactions. This is
essential in identifying the dominant reactions and the zones of
combustion, gasification and pyrolysis reactions within the re-
actor. In Fig. 8, rates of pyrolysis, char-oxygen, char-hydrogen,
char-carbon dioxide and char-steam reactions are plotted as a
function of temperature. In this plot, the partial pressures of
the reacting gases are held at one atmosphere. At such a low
pressure, it is interesting to observe that the rates of char-
steam and char-COo reactions are moderate and roughly the same
order of magnitude but are greater than char-hydrogen reactions.
When the partial pressures of the reacting gases, Hp, Ho0 and COp,
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are raised from one atm to the range of about 35 to 100 atm, the
rates of gasification reactions increase significantly as shown by
the black patch in Fig. 8. When coal contains large amounts of
calcium and organic oxygen, such as in lignite, the rates of
gasification reactions are also significantly greater as discussed
in the section on Catalytic Reaction. If, for example, coal
contains 4% Ca0 and 3.5% oxygen, the rate of char reacting with
COo at one atmosphere increases to the level represented by the
black patch in Fig. 8. The rates of reactions shown in Fig. 8

are mostly in the chemical reaction controlling regime.

In solid-gas reaction, when temperature is low and the over-
all rate is controlled by the chemical reaction rate, the reacting
gases penetrate into the interior of the particle resulting in the
volume reaction. As the temperature is raised and chemical
reaction rate becomes faster, the effect of diffusion becomes
appreciable. When the overall rate is controlled by the diffusion
rate, the reaction is confined at the surface of unreacted core
and the surface reaction prevails. The criteria of reaction
regime, i.e. the volume reaction prevails when the chemical
reaction is rate controlling and the surface reaction prevails
when the diffusion is rate controlling, have been discussed in
detail by Wen and his co-workers (17,68,69).

Various reaction models for noncatalytic gas-solid reactions
have been proposed and have been summarized by Szekely et al. (70).
The effect of diffusion and heat transfer on the chemical reaction
rate for a single particle is rather complicated, especially when
multiple reactions are occurring simultaneously. This subject will
be discussed in the following section.

(3) BASIC EQUATIONS FOR SINGLE PARTICLE COAL-GAS REACTIONS

We shall now attempt to present a set of governing equations
for mass and heat balances around a single coal or char particle
exposed to different gaseous atmospheres. The rate expressions
presented in the previous section are so-called "intrinsic rates"
and therefore do not include the effects of physical processes
such as heat and mass transfer and bulk flow. The combined effects
are formulated in this section for a single particle system.

We shall express such a system by the following stoichiometric
equation:

gviJAi+§vsjAs=0 (8)

where i = 1, 2,.-(gaseous component), s = n + 1, n + 2,~(solid
component), J = 1, 2,~(j-th reaction).

Vij and vgs are stoichiometric coefficients of i-th gaseous
component and s-th solid component for the j-th reaction, respec-
tively. These stoichiometric coefficients are negative if they
are referred to the reactants and are positive if they are
referred to the products.
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We shall define the reaction rate of a single particle, RJ,
such that Vij Ry and vg 3 RJ are moles of gaseous component i
reacted per unit volume of the char particle per unit time and
moles of solid component s reacted per unit volume of the char
particle per unit time, respectively. The relationships between
R; and the rate expressions presented in the previous section are
listed in Table II.

A general mass balance for gaseous component i can be written

as:
a(eci) RT
T =vp.vc, - v-&E2c I N +:Iv,R (9)
ei’ i P Vi i ij 7J
A, i, . —t 1 J
(accumulation] di ffusion bulk flow generation or
through through disappearance dué
porous solid||porous solid to chemical reaction
and the molar flux, Ni’ is defined by:
RT
= £s
N, =- D, VC, + 5= C; § N, (10)

For a system involving chemical reactions, we note that
g Ni/"ij = 0 and for a non-reacting system N = O, where I is the

inert component.
A mass balance for solid component s is given as:
aCg
ot

= g Vs RJ (11)

Heat balance for both solid and gas within the particle can be
written as:

9T
s _
cp Py ot = Vk VT + (i D, cpi VCi)VTs
P S N,

(accumulation] (heat conduction](heat transferred as the result of
gas diffusion in porous solid

RT
- -£s - 12
b [i C1 G (g N)Ive, o+ g( AHJ)RJ (12)
,——‘h—-\
heat transferred due to bulk| {heat generated or absorbed due
flow through porous solid to chemical reaction

where Cp pb = E € Cpi Py + g Cps ps

Here Dg; and € are related through solid conversion. For
convenience, an approximation may be made as (Wen, (68)):

Dej = Doi b, e = €o *+ Y(1-X)and X =1 -(g cs/g Cso)
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The boundary and initial conditions are:

B.C.
at r =0, Dei vC

=0, kg VIg = 0, and VN; = 0

i
at r=1r ,- De:i. VCi = kgi (Ci - CiO)’ and

° PR

- ke Vg = he (Tg - Tg) + by (Tg - Tg)

at t

0, C; = 0, Cg = Cgp,and Ty = Ty,

It is obvious that these equations cannot be solved easily,
particularly when a number of simultaneous reactions are involved.
Therefore, many simplifying assumptions must be made to reduce the
complexity of the equations. This becomes more essential when
applied to the modelling of a coal conversion reactor because of
additional mathematical complexity resulting from intraparticle
phenomena and hydrodynamics of solids and gas in the reactor.

Some of the terms, for example, in the mass and heat balance
equations can be neglected without serious errors, depending on
the condition. The terms relating to the bulk flow are not im-
portant except during pyrolysis or hydropyrolysis. The accumu-
lation term for gaseous species in the mass balance equation can
usually be ignored, and a pseudo steady state assumption can be
applied without serious errors.

To what extent these basic equations can be simplified de-
pends on the accuracy of experimental data used in generating
reaction rate, Rj,and the accuracy required in the simulation or
design of an integral reactor for coal conversion. This topic is
the subject of discussion in the next section.

DESIGN AND MODELLING OF COAL CONVERSION REACTORS

(1) CHARACTERISTICS OF VARIOUS COAL CONVERSION REACTORS

Depending on the process and the final product desired, coal
conversions are carried out in various types of reactors. For
gasification and combustion of coal, moving bed (or fixed bed)
reactor, fluidized bed reactor, and entrained bed (or transport,
or suspension) reactor are employed. For coal liquefaction, three
phase reactors such as slurry reactor, fixed bed reactor and
ebullating bed reactor are used. The operating conditions,
temperature, pressure, flow rates of gas and solids, residence
times and mixing of solids and gases, and direction of flows are
different in these reactors.

What sets one type of coal conversion reactor from another
is the reliability of performance, which depends above all on the
simplicity of design. Simplicity in design would mean ease of
maintenance and high availability. Other desirable character-
istics in coal conversion reactors, for example in gasifier, in-
clude a capability for processing a wide variety of coals,
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production of gas free from tars and of low dust loadings, and
ability for quick shutdowns and restarts.

The advantages and disadvantages of fixed bed, fluidized bed
and entrained bed gasifiers are presented in Table IITI. An ex~
cellent report concerning the status of coal gasifier technology
based on EPRI's workshop by Yerushalmi is available (T1).

In the design of a coal conversion reactor, it is necessary
to consider not only the reaction kinetics of a single particle
but also the hydrodynamics of gas and mixing of solids and the
accompanying heat and mass transfer occurring in the reactor.

The mathematical models for coal conversion reactors, whether
they are combustor, gasifier, or liquefier, are invariably com-
plicated, containing a set of basic equations describing the
system and a number of model parameters. The model must represent
the actual reactor closely enough to yield useful information for
design and analysis. However, such a model can never represent a
complete picture of reality. Depending on the purpose, a simple
model may be quite adequate in some instances. A much more re-
fined and elaborate model, however, may be necessary in other
circumstances. Obviously, a more complicated and rigorous model
is more costly to develop. A good model, therefore, must recog-
nize its own inadequacies so that it can serve as a means to
develop a more complete picture of reality. Hence, in developing
a coal reactor model it is imperative that we differentiate the
major factors that are significantly important from the minor
factors that may be safely neglected.

By analyzing the behavior of the coal conversion reactor
model and comparing it with the actual reactor performance, one
can learn how and in which direction the improvement of the model
should be attempted.

(2) FIXED BED (MOVING BED) GASIFIER MODELS

In a fixed bed gasifier, coals move downward while coming in-
to contact with gases flowing upward countercurrently. The bed
consists of a preheating zone at the top followed by a pyrolysis
zone, a gasification zone, a combustion zone and an ash zone at
the bottom. A schematic diagram of temperature and concentration
profiles is presented in Fig. 9. The maximum temperature (about
1300°C) is usually located at the lower part of the bed and de-
pends on oxygen to steam ratio of the feeding gas. The advantages
and disadvantages of fixed bed gasifiers are summarized Table III.

There have been several fixed bed gasifier models developed
based on some simplified assumptions (72,73,T4,75). Yoon et al.
(76) proposed a model assuming gas and solids to be at the same
temperature and no heat loss from the wall of the gasifier.

The simplifying assumptions made in most of these studies
were to reduce the mathematical complexity, but in many instances
they may have resulted in a misleading temperature and
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Table ITI. Characteristics of Various Types of Gasifiers

(I) Fixed Bed Gasifier (Dry Ash)
(Lurgi, Woodall-Duckham, Wellman-Galusha,etc.)

Advantages

o High thermal efficiency and carbon conversion.

Large residence time of solids (1 to 3 hours).

® Low contamination of gas with solids when com-
pared with fluidized bed and entrained bed.

e Capable of operating at elevated pressures.

Disadvantages

® Caking coals cannot be used without pretreat-
ment to render them nonagglomerating or without
modifying the mechanical design.

e Uniformly sized coal containing a minimum of
fines (1~5 cm) having reasonable mechanical
strei:gth is needed.

® Ash-fusion temperature imposes an upper tem-
perature limit, and a large amount of steam
is needed to control the temperature at the
bottom of the bed. Much of the steam passes
without reacting, contributing to heat losses
and large volume of a dilute liquor.

® Gas leaving contains a large amount of tars
necessitating expensive treatment.

o In spite of pressure, capacity is small
requiring a large number of gasifiers.

e Poor adaptability to changing fuel. Minimum
temperature operable, (lignite 690°C, Sub-
bituminous coal 750°C, Semi-anthracite, 800°C)
depends on coal reactivity.

(II) Slagging Fixed Bed Gasifier (Slagger)
(Lurgi Slagger, Secord-Grate, etc.)

Advantages

o Stean requirement is about a fifth of that
needed for dry ash fixed bed gasifier, and
nearly all the steam is reacted.

o Lower production of liquor and higher thermal
efficiency.

® Slagger is capable of processing 3 to 4 times
more coal/unit area than a dry ash gasifier.

e Fines and tars may be disposed by injecting
into the slagging zone.
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Table ITI (Continued). Characteristics of Various Types of Gasifiers

Disadvantages

o Tars do escape and caking coals cannot be
processed.

e Although a wider range of coals can be pro-
cessed,coals that are mechanically weak can
cause fines to be blown by a high velocity
blast of steam and oxygen.

e Materials of construction, containment and
withdrawal of slag and formation of molten
iron in reducing conditions are major problems.

(III) Fluidized Bed Gasifier
(Winkler, Hygas, Cogas, €O, accepter,
Synthane, Battelle/Union Carbide,
Westinghouse, U-gas, EXXON Catalytic,etc. )

Advantages

® Good temperature control, easy solids handling,
capability for bringing cold solids or gas feed
instantaneously to bed temperature.

® Ability to tolerate variation in quality of
fuel during operation.

o Capable of operation at part load, and can be
stopped and restarted rather easily.

Disadvantages

e Operation temperature is limited. The upper
temperature is the clinkering temperature
(around 1040°C) and the lower temperature is
indicated by coal reactivity and the escape
of tars.

® Build-up of micron-size carbon fines in the
bed and loss of this carbon and ash entrain-
ment can be a serious problem. Recycle of
fines does not improve carbon utilization very
much because of low reactivity of fines.

e Appreciable amount of carbon is contained in
the ash withdrawn due to need for maintaining
sufficient carbon-inventory in the bed.

e Unless a burn-up cell or second stage fluid-
ized bed is provided, complete conversion can
not be achieved in one stage fluid bed.

@ Feeding of caking coal without pretreatment
or of wet non-caking coal is still a problem.

e Formation of clinkers near the oxygen inlet
point may disrupt operation.

e Mixing of solids and gas and the number of
feeding points required are still not well
understqod for scale-up of the reactor.
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Table III (Continued). Characteristics of Various Types of Gasifiers

(IV) Entrained Bed (Suspension) Gasifier
(Koppers-Totzek, Texaco, Brand W, Foster
Wheeler, Combustion Engineering,etc.)

Advantages

® Ability to utilize any type of coal irrespec-
tive of swelling and caking including fines,
and with slight modification coal-oil mixture
can be processed.

e High coal throughput capacity particularly at
high pressure.

® Produces gas free of tars, phenols and very
little methane.

e High carbon utilization due to high reaction
rates.

e Simple, flexible and easy to scale-up.

Disadvantages

® Refractories and materials of construction are
problems in slagging zone.

e Low heat-recovery efficiency resulting from
co-current operation. Outlet gas temperature
is high and needs sensible heat recovery.

® Continuous feeding of coal into pressurised
gasifier and slag withdrawal at high pressure
are some of the problems. Changing coal feed
rate to follow load change may be difficult.

® Dust loading in product gas could be high
requiring expensive collection equipment.
Char recycle is needed and would be difficult
at high pressure.

® Low fuel inventory and oxygen is required.
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concentration profile of the gasifier. For example, the tempera-
ture difference between solids and gas in the combustion zone of
Lurgi gasifier could be as much as 600°C (72).

Borowiec et al. (ﬂ) presented a steady state model for a
countercurrent moving-bed gasifier by considering the effect of
interphase heat transfer coefficient on temperature and composi-
tion profiles, and on the location of the combustion zone.

Amundson and Arri (ﬁ) developed a model of Lurgi type moving
bed gasifier of char. Their model assumed that in the upper
gasification zone, carbon-steam, carbon-hydrogen and water gas
shift reactions take place whereas in the lower combustion 2zone,
the particles are assumed to follow a shrinking-core model
dominated by the carbon-oxygen reaction. Although within the
core, gasification reactions also occur but only carbon dioxide
emerges as the product gas. The parametric studies showed that
radiation had a marked effect on maximum temperature in the bed.
Their study showed that the maximum temperature occurred at the
bottom of the bed if residual carbon emerged, but the maximum
temperature could wander in the bed if there was an ash layer in
the bed.

Axial and radial dispersions of mass and heat for both gas
and solids may not be negligible, particularly for large diameter
gasifiers.

A general material balance based on a unit volume of a fixed
bed gasifier can be written as:

For gas phase:

¥c, 1 . ¢ augs
Ezg 822 + Erg e (r ) - _Laz + (l-eB)§ ViJRJ =0 (13)
For solid phase: »

82Cs 129 3Cs uscs
E,. R B T (T30 5, * (l—eB)§ vgsRy =0 (14)

vhere for countercurrent flow the sign of the third term is
positive, and for co-current flow it is negative. Here C; =

Fi/Apug, Cg = Fg/Apu_, ug = ug, ?Fi/gFio and ug = Ugo ngyngo‘

A heat balance for a moving bed gasifier can be similarly
written as:

For gas phase:

5 R
3°T 9T [(z uc.c.)r ]
—8 ,.8 1393 g "4 gimpi’g
kégz 822 ko T or (r or ) - 9z
= hpa(Tg - Ts)-(l-eB)g(-AHJRJ)(l-GJ) (15)
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For solid phase:
32T AT A(z uwcc )T ]
K5 S 4 xS 109 (r —5)3 S S sps’ s

ar +
ez 3z2 er r or or 9z

hpa(TS Tg) (1 eB)g( AHJRJ)GJ (16)
where 6: is unity when reactions take place on the surface of the
solid and is zero when they take place in the gas phase. For
example, for Op + Hyp, CO + Op, etc., 63 = O.

A set of boundary conditions normally used at the entrance
and at the exit of the reactor for the mass balance equations and
the heat balance equations are applicable. The conditions of the
symmetry about the reactor axis and the imperviousness at the
reactor wall also apply for the mass balance equation. For the
heat balance equation, at the wall (r = ry) the following condi-
tions are imposed:

-8 —& _,8 -
kg, 57 h (Tg T.) (17)
s 3Ts s
L or h, (Ts - Tw) (18)

The concentration profiles of gaseous species and temperature
profiles of solids and gases can be obtained in theory by inte-
gration of the above equations.

Although correlations of axial and radial dispersion coeffi-
cients for gases through a fixed bed are available (79), the
corresponding dispersion coefficients for solids are difficult to
estimate. The temperature distributions of solids are indeed
affected by these dispersion coefficients as well as other factors
such as heat transfer coefficients.

A number of numerical methods to solve the above sets of
equations are available. Most of them, however, suffer from
problems and slow convergence. The subject matter deserves a
separate discussion but is beyond the scope of this paper.

Thoma and Vortmeyer (80) analyzed a moving bed catalytic
reactor and showed that the ratio of "flow capacities",
ZFiCpi/ZFsts, is the most important parameter besides inlet
conditions. The same conclusion was drawn by Luss and Amundson
(81) when they analyzed a countercurrent liquid-liquid spray
columm. Thoma and Vortmeyer then performed an experiment and
confirmed the range of multiplicity of the steady state solutions,
which they obtained from their moving bed model.

The typical temperature and concentration profiles in a
moving bed gasifier are shown in Fig. 9. The gas temperature
usually intersects the s6lid temperature at the combustion zone
near the bottom, and both solid and gas temperatures reach
maximum values at some distances from the bottom of the gasifier.
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Schaefer et al. (82) theoretically examined the stability of a
countercurrent shaft furnace by treating a simple step change in
heat generation rate and reported the multiplicity of solution
depends on model parameters and boundary conditions. Mori and
Muchi (83) treated the case of a first order reaction occurring in
a catalytic moving bed and examined the reactor stability.

For noncatalytic gas-solid moving bed reactors, Ishida and
Wen (8l4) examined the stability of operations by a numerical
method and a graphical method for co-current and countercurrent
operations and pointed out that a transitional instability of the
rate controlling regime could exist. In such a case, a sudden
shift from one controlling regime to another can occur in an
exothermic reaction system depending on the system parameters and
the initial temperatures of the solids and gas feeds. They showed
that the pseudo steady-state analysis may become misleading when a
sudden shift in controlling regime occurs.

This type of phenomena implies that the moving bed gasifier
can exhibit ignition, extinction and hysteresis. For this purpose
we shall use simple schematic diagrams shown in Fig. 10 to
illustrate the phenomena under discussion.

In a noncatalytic system, the heat generation curves grad-
ually vary as the solid reactant is consumed. Heat exchange
curves also move depending on the temperature as indicated in the
figure. Case A represents the situation in which solid and gas
are both at the same temperature. Such situations could be en-
countered either when the heat transfer between the solids and the
gas in an actual operation is extremely rapid or due to an
assumption made in the model to simplify the mathematics. When
h is infinity, there is no sudden shifting of the rate controlling
regime, and only one solution can be obtained. However, as shown
in Case B, when the heat transfer coefficient is small and tem-
peratures of the gases and the solids are different, it is
possible for the reaction to follow the path of ABCDE F G H in
which a sudden shift occurs in the rate controlling regime from
B to C. On the other hand, the reaction can also follow the path
of A' B' CDDF GH displaying multiple steady state. Which of
the steady states realized in a gasifier depends on the initial
temperature of the system. Needless to say, the thermal instabi-
lity and multiple steady states can occur not only in moving bed
gasifiers but also in entrained bed gasifiers and fluidized bed
gasifiers.

(3) ENTRAINED BED GASIFIER MODEL

The entrained flow coal gasifier is normally operated co-
currently, either downflow or upflow, and at temperatures signi-
ficantly higher than either fixed or fluidized bed gasifiers. The
characteristics of entrained bed gasifiers are listed in Table III.
Pulverized coals and gasifying medium (oxygen, steam, etc.) are
injected through nozzles into the gasifier where considerable
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mixing takes place due to turbulence and swirling of both gases
and solids. The schematic temperature and concentration profiles
of an entrained gasifier are shown in Fig. 11. In some of the
gasifiers, the mixing depends on axial Jjets from injection
nozzles whereas others develop a vortex field induced by tangen-
tial firing. It is therefore very difficult to model such com-
plex hydrodynamics in an entrained flow system. Kane and
McCallister (85) recently analyzed the flow field of an entrained
flow gasifier and determined the dimensionless groups that govern
the scaling laws of the gasifier. Among the important dimension-
less groups they identified are the swirl number, geometric scale
ratio, Froude number and particle loading ratio. Existing models
are not adequate to predict solid concentrations and gas velocity
for such a complex flow system. Most of the models of pulverized
fuel combustion systems and entrained bed gasifiers have been
formulated based on simple flow patterns such as complete-mixing
(86), isothermal plug flow (87,88,89) and a combination of com-
plete-mixing and plug flow ( &,ﬂ). The combination of complete-
mixing and plug flow seems to be the most commonly used

flow pattern because the empirically measured residence time
distributions can be fitted to formulate an approximate size of
the mixing zone in modelling an entrained gasifier. Ubhayakar

et al. (91) also considered a combination model in which coal
pyrolysis takes place in the mixed zone near the nozzle, which is
followed by a plug flow zone in an entrained bed. The mixing
time was used as an adjustable parameter in their model.

In a number of entrained bed models a homogeneous flow is
assumed when solid particles are very small. However, in en-
trained coal gasifiers, the solids are subjected to a high tem-
perature environment and are under high gas velocity. Therefore,
the residence time of solids is extremely short, requiring care-
ful analysis of both solids and gas flow patterns. Field et al.
(14) reviewed the flow patterns and mixing of fuel and air in
turbulent jet flow within a combustion chamber. Thring (92)
proposed an empirical equation to estimate the mass rate of
material recirculation. The recirculation current is set up as
the coal-feed Jet decreases from its nozzle velocity and entrains
surrounding fluid. Zahradnik and Grace (67) examined the methane
yield and operating conditions of the equipment development unit
of the Bi-Gas process by evaluating the recirculation ratio and
the entrainment and disentrainment distance using the correlation
developed by Thring (92). Tester et al. (93) also modelled the
two stage Bi-Gas process and obtained the temperature and concen-
tration profiles assuming the temperature of solids and gas as
equal. Since the entrained bed gasifier operates at high temper-
atures (980° to 1930°C), radiative heat transfer plays an im-
portant role. Consequently the evaluation of radiative properties
of materials such as refractory, gas and cloud of particles in-
cluding coal, char, soot and ash at flame temperature becomes
important. Dobner (;2) presented a review of entrained bed
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gasifiers’ modelling discussing the issues of fluid dynamics, heat
and mass transfer, and chemistry and kinetics of coal gasifi-
cation. A sensitivity analysis based on an entrained bed gasifier
model (94) indicates that the effluent gas compositions are
comparatively easy to simulate since they are very close to the
equilibrium, whereas the temperature and velocity profiles of the
gasifier are rather difficult to estimate from a simple model.

(4) FLUIDIZED BED COMBUSTOR (FBC) AND GASIFIER MODELS

There has been a far greater effort in the development of
fluidized bed processes for combustion and gasification of coal
than corresponding efforts based on other modes of solids-gas
contacting processes. This is due primarily to the inherent
adv:;.nta.ges that fluidized beds offer(which are listed in Table
IIT).

The direct combustion of coal in fluidized beds containing
limestone/dolomite additives appears to be the most attractive
scheme for burning coal in an environmentally acceptable manner.
Also, from an economic standpoint, the high heat transfer
coefficient and heat generation rates in fluidized bed combustors
(FBC) results in a smaller boiler volume for a given duty as
compared to conventional pulverized coal burning boilers. The
potential advantages of this new combustion scheme have prompted
considerable research in fluidized bed combustion in recent years,
notably in the U.S. and U.K., and much useful information is
becoming available from several bench-scale and pilot plant ex-
periments. The fundamental and engineering aspects of fluidized
bed coal combustion are discussed by Beer (95). However, only
recently, attempts are being made to develop theoretical models
for predicting the performance of FBC. A review of the modelling
efforts in fluidized bed combustion has been recently presented
by Caretto (96)..

Almost all of the models proposed to date are based on the
two phase theory of fluidization originally proposed by Toomey and
Johnstone (97) and later modified by Davidson and Harrison (98).
According to the theory, the fluidized bed is assumed to consist
of two phases, viz., 1) a continuous, dense particulate phase
(emulsion phase) and 2) a discontinuous, lean gas phase (bubble
phase) with exchange of gas between the bubble phase and emulsion
phase. The gas flow rate through the emulsion phase is assumed to
be at minimum fluidization and that in excess of the minimum
fluidization velocity passes through the bubble phase. This
formulation of the two phase theory is based on the assumption
that the voidage of the emulsion phase remains constant. However,
as pointed out by Rowe (99) and Horio and Wen (100) this assump-
tion may be an over-simplification. In particular, experiments
with fine powders (dp < 60 ym) conducted by Rowe show that the
dense phase voidage changes with gas velocity, and as much as 30
percent of the gas flow occurs interstitially. This effect can be
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taken into account by introducing a multiplier of minimum fluidi-
zation velocity, a coefficient greater than unity that is a
function of gas velocity and bed height.

The models that have appeared in the literature deal with
different aspects of fluidized bed combustion. However, the
important variables that relate to the performance of FBC, viz.,
combustion efficiency, carbon concentration, bed temperature pro-
file, etc.,have been the primary emphasis in all these models
noted in the following section.

Avedesian and Davidson (33) developed a combustion model
based on the two phase theory. The combustion was assumed to be
controlled by (1) interphase transfer of oxygen from bubbles of
air to surrounding ash particles and (2) diffusion of oxygen
through the ash phase. (See Fig. 7 ). The theoretical prediction
was shown to be in good agreement with experimental data.

Campbell and Davidson (101) later modified this model to include
the presence of COp in the particulate phase of the combustion and
applied the model to predict the carbon particle size distribution
in a continuously operated fluidized bed combustion.

Horio et al. (102) developed a general mathematical model for
the FBC, employing the modified version of the bubble assemblage
model (103,104). Predictions of combustion efficiency, axial
temperature profile and sulfur retention efficiency in the bed
were compared with experimental data obtained from the National
Coal Board and Exxon Miniplant. Fig. 12 presents typical profiles
of carbon concentration and temperature in the bed. Fig. 13
indicates the SO, retention by limestone additives as a function
of bed temperature.

Baron et al. (105) formulated a model for the FBC based on
the two phase theory for predicting the combustion efficiency and
carbon concentration in the bed. They accounted for the elutria-
tion loss and attrition of particles in the bed using the Merrick
and Highley correlation (106). Within the range of particle size
for which the correlations are valid they found that the model
predictions were reasonable. However, for larger particles, the
correlation underestimated the elutriation loss. Gibbs (107)
derived a mechanistic model for the combustion of coal in a
fluidized bed that enables the combustion efficiency, carbon hold-
up, and spatial distribution of oxygen in the bed to be calculated
The burning rate of coal was assumed to be diffusion controlled.
The carbon loss due to elutriation, attrition and splashing of
coal from bursting of bubbles on the bed surface was taken into
account in the model formulation. The carbon loss, predicted by
the model,was strongly dependent on the mean bubble diameter and
excess air.

Gordon and Amundson (108) examined the influence of several
operating variables on the steady state performance of a fluidized
bed combustion via a mathematical model. Multiple steady state
solutions were found to exist for the typical range of operation
variables. In particular, it was noted that one of the key
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factors in determining the state of the bed, as well as the multi-
plicity of the system, was the gas interchange coefficient
between the bubble phase and emulsion phase.

Chen and Saxena (109) used a three phase bubbling bed model
(bubble phase, cloud-weke phase and emulsion phase) for predicting
the sulfur retention efficiency in a fluidized bed combustor. The
size distribution of coal and limestone particles in the feed,
overflow and elutriated fractions were treated by population
balance. Varying bubble size along the bed height, and plug flow
of gas in all the three phases were assumed in the model. However,
the bed was assumed isothermal.

Wen et al. (110) developed a fluid-bed reactor model for the
hydrogasification of char using the bubble assemblage concept.
Solids were assumed to be completely mixed in each compartment
with exchange of gas between the bubble phase and emulsion phase.
Particle size distribution was not considered in the model and
this may affect the predicted conversions of char.

None of the models discussed above are versatile enough for
scale-up purposes because of their incomplete treatment of the
coupled complex phenomena occurring in the fluidized bed. The
main difference in the various models is their treatment of the
gas flow in the two phases and in the solids mixing mode in the
dense phase.

A classification of the fluidized bed models is presented in
Table IV.

. Important aspects of all the models include limestone-SOo
kinetics, combustion kinetics and other gas-solids reaction
kinetics, gas phase material balances, solid phase material
balances, gas exchange between the bubble and emulsion phases,
heat transfer, and bubble hydrodynamics.

The governing equations describing the physico-chemical
processes occurring in the bed can be found in the individual
papers cited in Table IV and are not presented here.

Future modelling efforts should be directed toward improving
the existing models. The deficiencies and ways of improving the
present models are discussed below.

Bubble Hydro amics

Bubbles coalesce and grow in size as they ascend through the
bed. Models (105,107) based on constant bubble size show that the
bubble size does indeed affect the combustion efficiency and
carbon concentration in the bed. Furthermore, the phenomenon of
Jetting at the distributor surface should be taken into account
because bubbles are not formed yet in this region. It has been
reported (11k4,115) that the gas-solid mixing adjacent to the
distributor is markedly different from the freely bubbling zone.
This point has to be taken into consideration in modelling.

For scale-up purposes, good correlations to account for the
changing bubble size in the presence of internals (cooling coils)
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in the combustor should be developed (113).

Chemical Reactions in Fluidized Beds

The mechanism of carbon combustion in FBC is assumed to be
diffusion controlled in most of the modelling efforts as discussed
in the section on Char-Oxygen Reaction. This is true only for
large particles (> 300 microns) at high temperatures (> 1200°K).
Feed coal contains a wide range of sizes, and assuming a diffusion
controlled kinetics for all particle sizes would lead to over-
estimation of the combustion rate.

As discussed earlier, pyrolysis of coal, composition and
yield of volatiles are strongly dependent on coal particle size,
temperature and heating rate. Instantaneous coal devolatilization
at the feed point can be expected only when the particle size is
small. The time needed for the devolatilization of a 1000 micron
coal particle is 0.5 to 1.0 second,which is of the same magnitude
as solids mixing time in the bed (95,29). This necessitates
the consideration for the rate of devolatilization of coal.

A realistic model for the FBC should also include SO2
absorption by limestone additives and NO production from fuel
nitrogen and its subsequent reduction by char (95,116,117).

Attrition and Elutriation

Size distributions of solids (coal and limestone) in the feed
and in the bed should be considered in the evaluation of attrition
and elutriation loss. Standard correlations for elutriation rate
constants have been found to be inadequate for the calculation of
solids elutriation. Data obtained from large pilot-scale FBC
show large disagreement from those calculated based on existing
elutriation rate correlations. Recently, correlations for
attrition and elutriation of bed particles have been proposed by
Merrick and Highley (Lﬁ). For larger particles, this correlation
underestimates the carbon loss.

Solids Mixing

In most of the modelling studies, solids in the emulsion
phase are assumed to be completely mixed. Though this is a
reasonable assumption in many cases, it has been observed that in
the presence of closely packed horizontal coils (Exxon miniplant
data) solids mixing is severely hindered resulting in steeper
temperature profile. In such cases the complete mikxing assump-
tion would be erroneous. In some models (102,110,113), the solids
mixing due to bubble motion is accounted for by an adjustable
backmix parameter. However, this is still not an adequate treat-
ment of the mixing process.

Reactivities of coal and other solids (limestone, dolomite,
etc.) in fluidized bed combustors or gasifiers decrease as they
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are converted. The degree of mixing of solids and gas, therefore,
affects the overall conversion of solids and product gas composi-
tion. Hence, in modelling such behavior, it is necessary to apply
population balance of the varying size particles having varying
reactivities in the mixing process prevailing in a fluidized bed
reactor.

Another area of modelling for fluidized bed coal combustors
and gasifiers that needs to be developed is the construction of
dynamic models that can be used to simulate and analyze the be-
havior during the start-up, shutdown, turn-up and slumping of the
fluidized bed. This is important from the point of view of
developing control and following the load demand of the bed.

Freeboard Reactions

Most of the fluidized bed coal combustion and gasification
models ignore freeboard reactions of volatiles and char. For
shallow beds, volatiles burn predominantly in the freeboard. In
addition the char particles splashing from the bed surface can
also react with the oxygen in the freeboard. Yates and Rowe (118)
have proposed a model for the reactions occurring in the free-
board. Such an approach can be adopted for modelling the free-
board reactions in the FBC.

COAL LIQUEFACTION REACTIONS

There are four major types of coal liquefaction processes
being developed today. They can be classified as (1) Pyrolysis;
(2) Solvent Extraction; (3) Catalytic Liquefaction, and (4) In-
direct Liquefaction. A comprehensive report on assessment of
technology for the liquefaction of coal has been issued by the
National Research Council (119).

(1) CHARACTERISTICS OF COAL LIQUEFACTION PROCESSES

The pyrolysis and hydropyrolysis process produces liquid
product and char. Either fluidized beds or entrained beds are
used for this process. The reaction kinetics and reactor model-
ling of solid-gas systems have already been discussed earlier.

The solvent extraction process involves the contacting of
coal and a hydrogen donor solvent at a temperature up to 500°C
to produce solid or liquid product. The extraction is carried out
either directly under hydrogen pressure or without hydrogen in the
dissolver but with the solvent being hydrogenated in a separate
step before it is returned to the extraction step.

Catalytic liquefaction process allows a slurry of coal and
0il to be hydrogenated over active catalysts in a fixed bed
reactor, in an ebullating bed reactor or in a trickle bed reactor
to produce a liquid hydrocarbon product.

Indirect liquefaction can be carried out in a fixed bed or

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch003

3. wWeEN AND TONE  Coal Conversion Reaction Engineering 99

fluidized bed catalytic reactor in which synthesis gas produced
from coal gasification is converted to hydrocarbons and methanol.
Methanol may be further converted over zeolite catalysts to gaso-
line. The advantages and disadvantages of the coal liquefaction
processes are listed in Table V. Since pyrolysis and hydropyroly-
sis processes have been discussed in the previous sections and the
indirect liquefaction processes are mostly based on the conven-
tional catalytic reaction engineering, their discussion will be
excluded in this section.

(2) MECHANISM OF COAL DISSOLUTION

For successful operation, the solvent must be thermally
stable at reaction conditions, and it must act either as a
hydrogen donor or hydrogen transfer agent or both. Van Krevelen
(120) suggested that Lewis' basicity of the solvent is an
additional important parameter in successful coal extraction.
Oele et al. (121) classified the solvents into five groups with
respect to their effect on coal. The three groups that are of
interest in liquefaction practice are the specific solvents
(e.g. pyridine), degrading solvents (e.g. anthracene), and re-
active solvents (e.g. tetralin). Dryden (122) suggested to use
the square of the solubility parameter in correlating solvent
effectiveness. The solubility parameter is a measure of the
cohesive forces in a solution that has no excess entropy of mixing
(123). silver and coworker, based on Kiebler's data (12h), found
that solvents with a nonpolar solubility parameter of 9.5
Ecal/c.c.) appeared to be most effective for coal dissolution

125).

T The degree of dissolution of coal or hydrogenation is an
indication of the effectiveness of the process concerned. Un-
fortunately, no uniform definition exists in this matter. It is
a common practice to subject reactor effluent, after venting
gaseous products, to extraction by an organic solvent. A variety
of solvents have been used, e.g. benzene, pyridine, cresol,
xylenol, etc. Benzene was commonly used in the earlier days by
most investigators. Any material insoluble in benzene is assumed
to be unreacted coal and does not contribute to the viscosity of
the product oil. In the last few years, it has been found that
this assumption needs re-examination. Part of the benzene in-
solubles are pyridine soluble and therefore can be considered as
reacted coal. This fraction, named pre-asphaltene by Sternberg
(126) and asphaltols by Farcasiu et al. (127), can be clearly
distinguished from asphaltene and product oil by its high viscos-
ity. Therefore, it is the pyridine insolubles that may be
regarded as unreacted coal, after making any adjustment for
mineral matter and catalyst. It is very important to distinguish
the data of coal dissolution rate based on benzene wash from those
obtained by pyridine wash since we are dealing with different
process steps as will be discussed later.
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Table V. Characteristics of Coal Liquefaction Processes (119)
(I) _Pyrolysis and Hydropyrolysis Processes

(Lurgi-Ruhrgas, COED, Occidental, etc.)

Advantages

e Operating pressures may be low.
® Addition of hydrogen or other reactant to coal is not necessary.
e Equipment is relatively simple and low in cost due to very short residence time.

Disadvantages

® Approximately one-third of the coal can be converted to liquid.

® Separation of the heavy oil product from char and ash is difficult.

e The liquid product requires further treatment to make it acceptable as fuel.
e The char produced has limited market value.

(II) Solvent Extraction Processes

(CSF, SRC, SRL, Costeam, EDS, etc.)
Advantages

¢ Operating temperatures are lower than pyrolysis.
Varying degree of extraction and hydrogenation can be applied to produce quality
of product desired.

Disadvantages

Separation of unreacted coal and ash is difficult.

The product is a friable solid at room temperature and is difficult to transport,
store and handle in conventional equipment.

The handling and recycling of coal-oil slurry presents problems.

(I11) Catalztic Liquefaction
(Bergius, H-Coal, Synthoil, CCL, etc.)

Advantages

® Recovery of catalyst from solid residues is not needed.
e Operating pressure is lower than 270 atm.
e Residence time is short, and product quality can be regulated.

Disadvantages

» Separation of unreacted coal and ash is difficult.
® Hydrogen and recycling oil are required.
® Catalysts deactivate rapidly.

(IV) Indirect Liquefaction
(Fisher-Tropsch, Methanol Synthesis, Mobile Zeolite, etc.)

Advantages

e Almost any coal can be used.
¢ The product quality can be controlled and made free from nitrogen and sulfur.

Disadvantages

® Coal must be gasified and product gas must be purified before being converted into
liquid products.

® Thermal efficiency of the process is much lower than coal hydrogenation processes.

e The plant is complex, and capital cost is high.

National Research Council
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Weller et al. (128) provide a classic working model for coal
liquefaction. The mechanism proposed is based on reaction of coal
under hydrogen pressure and stannous sulfide catalyst. The
reaction path proposed is coal -+ asphaltene + o0il; both reactions
are first order with water and gas as a by-product. However, no
oil vehicle is involved in this model.

Curran et al. (129) studied the mechanism of hydrogen trans-
fer from tetralin to bituminous coal without the presence of
molecular hydrogen. Coal is thermally cleavaged into free radi-
cals, which are then stabilized by capturing hydrogen atoms from
a donor solvent. .The extent of extraction is independent of the
solvent composition, being a primary function of the quantity of
hydrogen transferred. The rate controlling step in the hydrogen
transfer reaction is the rupture of covalent bonds that cannot be
promoted by hydrogenating or cracking-type catalyst. It should
be noted that for bituminous coal, even at 400°C, the temperature
is considered to be too low for any extensive disintegration or
pyrolysis. Thus, the role of a donor solvent, besides transferr-
ing hydrogen to coal, tends to promote the thermal cleavage.
Curran (129) also concluded that only 0.2 weight %. (based on
maf coal) or less hydrogen is needed to obtain the first 50% coal
conversion; but to reach 92% conversion, 1.4% hydrogen consumption
is required. This is essentially the same conclusion that
Neavel (131) and researchers in Mobil (130) have found.

Heredy and Fugassi (132) studied dissolution of coal in
phenanthrene via thermal cracking and simultaneous hydrogen
disproportionation reactions. Phenanthrene, which does not
possess hydrogen donor property, probably plays the role of a
free radical carrier or hydrogen transfer agent. Recently, in-
vestigators from Mobil.(133) also reported a hydrogen shuttling
mechanism, whereby coal fragments into smaller soluble forms with
the aid of solvents that are good "shuttlers" of hydrogen:

HYDROGEN SHUTTLING

Thermal Cleavoge % HH H
+ 2 _& Heabstroction % 42 :
Ce C

re oddmon

S8 .00

Neavel (131,134) measured the rate of conversion of an
Illinois high volatile bituminous coal in tetralin at 400°C.
Approximately 90% of the coal becomes soluble in pyridine in less
than five minutes. About 40% becomes soluble in benzene. Re-
searchers in Mobil conducted experiments using several coals and
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a variety of solvents at both short and long contact times (130).
Coal dissolution is very fast initially, converting T0-80% of
West Kentucky Coal at 427°C in about three minutes. Very little
hydrogen is consumed at this stage. Forty percent of the oxygen
and sulfur is removed quickly with near stoichiometric loss of
hydrogen from the coaly matter. At longer time, hydrogen consump-
tion is significantly higher than the stoichiometry required for
Ho0 or HpS production.

Table VI gives an example of the reaction pathways proposed
by different investigators for the production of liquid fuel from
coal. It is apparent that as the mechanism becomes more and more
complicated, so do the mathematical models of the reaction.

It is clear now that the role of solvent and heating is to
facilitate the thermal degradation of coal resulting in the for-
mation of free radicals of relatively low molecular weight. These
free radicals are stabilized by hydrogen transfer from hydro-
aromatic solvent molecules. As long as a hydrogen donor or a
hydrogen transfer solvent is present, dissolution occurs even when
molecular hydrogen is not present. However, as the hydrogen
inventory in the donor solvent or in coal becomes depleted, con-
densation or repolymerization reactions prevail, which tend to
yield substances of high molecular weight. Kang et al. (136)
speculated that coke formation results when thermal cracking gets
ahead of hydrogenation reactions.

The rate of coal dissolution appears to be insensitive to the
coal particle size (129,137), but it is dependent on temperature,
pressure, reactor hydrodynamics and types of coal (137). The
function of hydrogen and the catalyst is to subsequently rehydro-
genate the vehicle solvent, although the catalyst is also
responsible for desulfurization, denitrogenation and the produc-
tion of lighter liquid products. Paradoxically, the ratio of
hydrogen to carbon in Solvent Refined Coal is lower than that in
the original feed coal. This is because hydrogen is consumed in
the production of hydrocarbon gases, removal of heteroatoms,
production of recycle solvents, etc., thus raising the aromatic
content of the Solvent Refined Coal. A proposed working model for
coal dissolution is

preasphaltene ——————>0il, gas

fo8v (pyridine soluble)
coal
Sloy asphaltene «———— 0il
(benzene soluble) (pentane soluble)

In this scheme, a fraction of the coal would undergo fast
thermal reaction whereby the free radicals would be stabilized by
the hydrogen inventory within the coal or solvent itself. This
can take place by hydrogen shuttling or hydrogen transfer. Very
little molecular hydrogen would be consumed at this stage. The
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rate of reaction is a strong function of temperature. The remain-
ing portion of the coal would taeke the second and much slower path
to form asphaltene. Since the fast reaction would deplete the
available hydrogen inventory, the hydrogen for the second reaction
would have to come from molecular hydrogen diffusing into the
solvent and "donating" the hydrogen to the coal particles. The
rate for the second reaction would depend on, besides temperature,
hydrogen pressure and reactor hydrodynamics for further dissolu-
tion and hydrogenation to yield product oil.

(3) COAL LIQUEFACTION REACTOR ANALYSIS

When coal is heated in the presence of hydrogen and a
catalyst, dissociative chemisorption of the hydrogen on the
catalyst surface can yield active hydrogen that can stabilize the
thermally-produced reactive fragments (14l). In addition, the
catalyst also promotes hydrogenation of the aromatic structures
with subsequent ring opening and cracking reactions, thereby
reducing the size of large clusters. Since most bituminous coal
softens upon heating, the resulting caking and sticking problems
can plug reactors, not to mention causing massive coke deposition.
In order to avoid these problems, most liquefaction processes
brought the coal-solvent slurry into contact with a catalyst bed
(packed or ebullating) under hydrogen pressure.

Feldman et al. (142) concluded that in the hydrogenation of
coal tar and a coal-coal tar slurry using a Co-Mo catalyst, the
rate of hydrogenation is limited by the diffusion of hydrogen
from the gas bubbles to the liquid phase rather than by inter or
intraphase diffusion involving the catalyst. Thus the general
assumption in a catalyzed system that the reaction rate was
proportional to the mass of catalyst is not justified. In fact
it is suggested (142) that catalyst activity should be reduced,
to a level where there is no hydrogen starvation at the catalyst
surface, in order to minimize carbon deposition.

It should be pointed out that in most liquefaction processes,
the flow of the reactants is cocurrent upward. In cocurrent
operation, there is no flooding limit, and greater throughput is
attained compared with countercurrent column of similar size.
Moreover, for the same values of gas and liquid flow rates, inter-
facial area, liquid mass transfer coefficient and pressure drop
values in a cocurrent upward packed column are always higher than
those obtained in downflow towers (1l43). Upflow operations also
give a better performance due to larger liquid holdup and better
liquid distribution throughout the catalyst bed (1ll).

Shah et al. (145) studied the catalytic liquefaction of a
sub-bituminous coal using the axial dispersion model. They con-
cluded that a minimum gas flow rate could be found that would
eliminate possible hydrogen mass transfer resistance from the gas
phase to the catalyst surface.

The effect of temperature on the coal dissolution rate is
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Table VI. Summary of Liquefaction Reaction Mechanisms

k (hrJ'

.

Rate Coefficient

Weller et al. (128)

Coal —> Asphaltene ——> 0il
Falkum and Glenn (138)
Coal I

Asphaltene ——> 0il
Coal 1197

Ishii et al. (139)
Coal —> 0il

Asphaltene ——> 0il
Liekenberg and Potgieter (140)

Coal —> Asphalt ——> Heavy oil
Coal ~—> Asphalt

Coal ——> Heavy oil
Squires (135)

0il
/ Asphaltene Product oil
a1 =
- Asphaltols Semi-coke
Prompt residue Residue
zq 475 450 425 400 375
Temp. (°C) Ky. coal:
\V ® PaM(1973-74)
©® P& M (1975)
€ 218.7 kcal/g mole A HRI(1974)
[ g m
10 v, well mixed ® 551(1975)
I coal:
E=77 keal/g mole ¥ U. Utah (1974)
Re_~1500 ®
N\\-
5} E=3.3 keal/g mole A AN
Re, ~20 — h
L ‘\A - A\\ N
Y
N
N
N
E=1-4 keal/g mole ° e
- .
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2 H =
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Figure 14. Effect of temperature on coal dissolution rate

coefficient, indicating hydrodynamic influence
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shown in Fig. 14. The rate of dissolution is based on the benzene
soluble fraction. The data shown represent a variety of reaction
diameter and length (137). The benzene soluble fraction gives a
significantly smaller coal dissolution compared to the pyridine
soluble fraction at short time (about 5 min or less) but
approaches closely to that based on the pyridine soluble at long
time (about 30 min. or more). As can be seen in Fig. 14, the
activation energy seems to increase as the slurry flow rate is
increased, indicating that the mass transfer effect becomes less
as the degree of turbulence is increased at high liquid flow rates,
Since bituminous coal is soften and becomes "plastic-like" at
temperatures around 325-350°C, vigorous mixing is needed to
disperse the viscous material to enhance heat and mass transfer
in the coal slurry. It becomes apparent that a considerable
hydrodynamic effect on coal dissolution exists in both the pre-
heater and dissolver. A similar hydrodynamic effect can also be
seen on rate of hydrogen absorption which appears to be controlled
by the liquid side phenomena. Therefore, in design and scale-up
of liquefaction reactors, we need to examine the extent of the
fluid mixing for both slurry and gas and to formulate realistic
flow models to account for the mass and heat transfer of the

two phase flow prevailing in the reactor.
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Nomenclature

a = gpecific surface area of particles, cm2/0m3

Ap = cross-sectional area of bed, em2

C = constant in the Badzioch and Hawksley Equation and is related to the residual

volatile matter, [-]

CA = gas concentration of component A, mol/cm3

cy - tration of ga P t 1 in single particle, mol/cm3

Ci = concentration of gaseous component i in the moving bed, mol/cm3

Cp1 = heat capacity of gaseous component i, cal/mol-°C

s = heat capacity of solid component, cal/mol:°C

Cs = concentration of solid component in single particle; Cso, same at time t = O,
mol/cm

[N = concentration of solid component in the moving bed, mol/cm3.bed

dp = particle diameter, cm

De = effective diffusivity of gaseous component, em?/sec

Deg = effective diffusivity of gaseous component i, cmZ/sec

Doy = molecular diffusivity of gaseous component i, cmZ/sec

E = activation energy, cal/mol

Ep = radial dispersion coefficient; Brg» same of gaseous component; E g, same of solid
component, cml/sec

Eg = axial dispersion coefficient; E,g, same in the gas phase; Eg, same in the solid
phase, cm®/sec

f = final fraction conversion of coal due to pyrolysis (= V*/100), [-]

F = mass flow rate of gaseous component i, mol/sec

l"i = mass flow rate of solid component, mol/sec

he = convective heat transfer coefficient, cal/cm?.sec-°C
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heat transfer coefficient between gas and solid particle, cal/cm?.sec.®C
radiative heat transfer coefficient, cal/cm2.sec+°C

wall heat transfer coefficient; h§, same between wall and the gas phase; hS, same
between wall the the solid phase, cal/cm?-sec:°C

heat of the j-th reaction, cal/mol

pyrolysis rate constant, sec™

diffusive mass transfer coefficient, gm/cm?-.seg-atm

effective thermal conductivity of coal, cal/cm“.sec-°C

effective thermal conductivity for radial direction; kgr’ same of the gas phase;
k3y, same of the solid phase, cal/cm.sec-°C

effective thermal conductivity for axial direction; kgz, same of the gas phase;
k:z’ same of the solid phase, cal/cm-sec:°C

surface reaction rate constant, cm3 """'”#:ol)"'“'l*sec

volumetric rate constant, cm3(mn-1)/(mo1)™n"l.sec

mass transfer coefficient of gaseous component i between the gas phase and the
solid phase, cm/sec .

constant in the Badzioch and Hawksley Equation in pyrolysis of coal, °K~l and °K,
respectively

overall mass transfer coefficient of the grimry volatiles formed within the pores
of coal particles, due to pyrolysis, sec™

molar flux of gaseous component i, mol/cm‘.sec

partial pressure of hydrogen; P“Z’ same in equilibrium with coal at various
conversions

constant in the Badzioch and Hawksley Equation and is a function of coal type, [-]
heat exchange rate between the gas phase and the solid phase, cal/sec

heat generation rate due to chemical reaction, cal/sec

gas constant, cal/mol:°K or atm-cm3/mole°K

rate of the j-th reaction based on the volume of solid particle, -ol/c-3'
particle-sec

radial distance in the moving bed, cm

radius of the moving bed, cm

g:ometric surface area of the shrinking interface of reacting solid particles, cm?
time, sec

temperature; T, same of the gas phase; Tg, same of the solid phase, °K

wall temperature of the reactor, °K

superficial velocity of the gas phase; u,,, same at inlet of the moving bed, cm/sec
volgne of any particular component of gaggous volatiles evolved due to pyrolysis,
cm

volume of any particular component of gaseous volatiles released due to pyrolysis
at time t = @, cmd

yield of total volatiles, percent of moisture and ash-free coal, [-]

ultimate yield of total volatiles (percent) from coal due to pyrolysis, in
hydrogen or inert atmosphere

proximate volatile matter content of coal, (percent)(moisture and

ash-free coal basis)

ultimate yield of nonreactive volatiles (percent) from coal due to

pyrolysis in inert atmosphere

volume of solid particle, cm3

reactive volatiles (percent) formed up to t = » (potential ultimate

yield of reactive volatiles)

original weight of solid particle, gm

fraction conversion due to pyrolysis, or due to the first stages

of hydrogasification and char-steam reactions (= V/100), [-]

catalytic activity factor, [-)

Greek Letters

relative pore surface area function, [-)

positive constant, a value that depends on structure of porous particle
and physical properties of diffusing gas, [-]

positive or negative constant, and depends on density of the solid
product, [-]

distributed fraction of heat of the j-th reaction to the solid phase, [-]
porosity of solid particle; €,, same at time t = 0, [-)

voidage of the moving bed, [-1

effectiveness factor based on volume, [-)

stoichiometric coefficient of gaseous component i in the j-th reaction, [-]
stoichiometric coefficient of solid component in the j-th reaction, [-]
Thiele modulus, [-)
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Transport Phenomena in Packed Bed Reactors

E. U. SCHLUNDER
Institut fiir Thermische Verfahrenstechnik, Universitit Karlsruhe, F.R.G., West Germany

I. Preface

The performance of packed bed reactors may be
influenced and sometimes even controlled by transport
phenomena in the voids between the particles as well
as inside the particles. This paper is restricted to
transport phenomena mainly between the particles.

There occurs heat, mass and momentum transfer between
the fluid and the particles. Moreover, transport of
heat and mass also occurs between the voids themselves.
While mass transport through the particles is negli-
gible, heat conduction through the particles is always
involved with transport of heat between the voids and
therefore must be considered simultaneously.

In this paper emphasis is put on recent develop-
ments rather than on a more or less complete literature
survey. However, experimental data will be thoroughly
reported, because they are the basis of any theoretical
analysis.

II. Outline

Since transport of heat and mass in the voids of
a packed bed cannot be understood without knowing the
movement of the fluid, hydraulic phenomena will be
treated first. Second the heat and mass transfer bet-
ween the fluid and the particles will be discussed.
Third the radial transport of heat and mass through
the voids (and the particles) will be treated.

In the past these transport phenomena usually have
been treated assuming that the fluid passes through the
reactor in plug flow. This assumption then has been
revised after careful studies have revealed, that there
is not only a microscopic but also a macroscopic void
fraction distribution. Consequently,there is a certain

0-8412-0432-2/78,/47-072-110$12.80/0
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macroscopic flow rate distribution in a tubular
reactor. But only recently the consequences of this
macroscopic non-uniform distribution of flow rate
have been evaluated with regard to heat and mass
transfer between the fluid and the particles. This
effect will be treated in this paper to some extent.

Another problem, which still has not been solved
is the heat transfer between particles and rigid
walls. However, some achievements can be reported
already now.

III. Flow rate distribution and pressure drop in
tubular reactors

It is well known that the void fraction is larger
near the walls of a tubular reactor than in the central
parts. Fig. 1 shows experimental data of Benenate and
Brosilow (1) . The void fraction y decreases from 1
at the wall to a minimum of 0,23 and follows a damped
oscillation function towards the center of the tube.
The abscissa y/d is the distance from the wall
divided by the particle diameter. A semitheoretical
analysis of this distribution has been given by
Ridgeway and Tarbuck (2). For practical purposes
Martin (3) gave an empirical expression as shown in
Fig. 1. The average void fraction remains practically
constant for y/d > 0,5 and is about 0,40 for a random
packed bed of equal sized spheres. However, near the
retaining wall the average void fraction is about 0,50.
This means that models of packed bed reactors intro-
ducing an average hydraulic diameter must be based at
least on two average diameters. In this case one
obtains a higher flow rate V, near the wall and a
lower one V4 in the central parts as shown in Fig. 2.

Applying Ergun's law (4) for calculating the
pressure drop in each of these two parallel average
flow channels

2 2

-Ié‘£=c——-—(1‘;1) “1211+131’§1Pm1 (1)
2 2

ﬁ—P=c——(1gz) n22+3¥pu2 (2)

L2 d ¥y d
yields the velocity ratio w = uz/uj i
o o 200 -1+ Votiax) -1120a Wemz) (1-0+2)k (5,
2 (P+M2)
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Figure 1. Void fraction distribution near the wall of a packed bed of spheres. Data points
from Ref. 1.
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Figure 2. Model for non-
uniformly packed beds
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where
_ B _Re
2=z -9,
1=, 2 ¥, 3
K= ) G
1=y
= 1
Re = 24 d
n
u= (1-9) u, + ‘Pu2 and

V= (=9 vyt Py,

In case of low Reynoldsnumbers Eqg. 3 reduces to

=40 ¥

and incase of high Reynoldsnumbers to

W A R N (3 b)
I RPN

In a packed bed reactor with y, = 0,40 and ¥, = 0,50
Eq. 3 a gives w = 2,81 which means that near“the
retaining walls the fluid velocity is considerably
higher. . o e

The flow rate ratio v = Vz/(V1+V2) is

. 1
V= —= (4)
1+ !
Pu
The fraction WY of the cross sectional area with the
larger voids ¥, near the wall can be estimated by

2, d
‘-P—ZD (5)

which means that usually ¥ is between 0,01 and 0,20.
Take e.g. Y = 0,10 and w = 2,81 then Vv is 0,238, which
means that the flow rate near the wall is more than
twice as much-as it would be in case of plug flow.
Fig. 3 shows experimental data of Schwartz and Smith
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(5) which are in good agreement with this estimation.
One might object that the constants C and B in Ergun's
law have been derived from experiments assuming plug
flow. However, it can be shown that re-evaluation of
these data in terms of Egq. 1 and 2 gives only slightly
lower constants (10 & to 15 %).

IV. Particle-to-fluid heat transfer in tubular
reactors

The heat transfer between a single particle
surrounded by an extended fluid flow is well known and
can be predicted by a dimensionless correlation

NuSingle Particle 2 + F 5Pr JRe . (6)
0,3 ,0,67 ]2
-0'1

0,0557 Re
142,44 (Pr2/3-1)Re

with F = 0,664 1+

The dimensionless groups are

Nu = ad/A the Nusselt number
Re = u_d/v the Reynolds number
Pr = v7x the Prandtl number

a is the heat transfer coefficient,

A the heat conductivity,

¢ the thermal diffusivity,

v the kinematic viscosity,

u_ the free stream fluid velocity and

d the particle diameter.

Eq. 6 has been presented by Martin (3) based on
experimental data correlated by Gnielinski (6). The
same equation also holds for packed beds if it is
multiplied with an enhancement factor depending om the
void fraction. According to Martin (3) this factor is
fw = 1+1,5(1-y) and therefore

N (1+1,5(1-y)) Nu (7)

Ypacked Bed Single Particle
where the Nusselt number for the single particle
follows from Eq. 6 by calculating the Reynolds number
with an average fluid velocity u”/w, which means that
Re has to be replaced by Re/y. Applied to a randomly
packed bed of spheres with y = 0,4 Eq. 7 predicts the
packed bed heat transfer coefficient for intermediate
Re_numbers to be about three times ([1+1,5(1-0,4)]/
y0,4 = 3,0) those of the single sphere at the same
superficial velocity u . This is in good agreement with
Ranz's suggestion (7) £o use the single sphere

equation with a modified velocity in Re, which should
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be 9,1 times the superficial velocity and therefore
gives V9,7 = 3 times greater Nu numbers. Recently
Gnielinski (8) has collected quite a number of
experimental data and compared them with the predic-
tions of Eq. 6 and 7. Fig. 4 a, b and c show the
Nusselt number Nu versus the Reynolds number Re, with
the Prandtl number Pr as Parameter. The void fraction
has been varied between 0,26 and 0,935. The corre-
lation contains data from heat and mass transfer
experiments to cover a wide range of Prandtl (or
Schmidt) numbers from 0,6 to 10 000. The agreement
seems to be rather good. However, there is a remarkable
restriction as to the application of Eq. 6 and 7, since
the Eq. 7 is based on the assumption that the flow rate
of the fluid throughout the packed bed is uniform,
which means that the fluid velocity profile equals

the plug flow profile. One recognises that in Fig. 4a,
b and ¢ all the experimental data are in a range

beyond Re Pr = Pe ~ 100. For low Peclet numbers Pe
Soerensen and Stewart (31) solved the equations of
motion and energy for creeping flow through a duct .
formed by a cubic array of spheres. Under the assump-
tion of constant average fluid flow rate throughout

the whole crossectional area they found - as to be
expected - that the Nu number becomes constant for
vanishing Pe number. The limiting value for a large
number of particle layers is Nu = 3,89. For a randomly
packed bed with ¢ = 0,4 Eq. 6 and 7 yield Nu = 3,8
which is very close to the theoretical value. However,
experimental data in the low Peclet number regime

(Pe < 100), collected by Kunii and Suzuki (32) fall far
below this limiting value 3,8 by some orders of
magnitude, see Fig. 5. Moreover, the slope of Nu versus
Pe partly is greater than one in the log-log plot and
eventually, the Nu number is lower for smaller particle
diameters. Based on a model recently presented by
Schliinder (33), Martin (3) has shown that these dis-
crepencies could be explained by the non uniform flow
rate distribution in packed beds due to the larger void
fraction near the retaining walls. Since the analysis
given by Schliinder and Martin has fare reaching con-
sequences, it shall be treated in some detail.

Assume the particles of the packed bed to have a
constant temperature Tg- Then the outlet temperature
of fluid flow rate V2 near the wall is given by

T -T
F"“—E{I—?——S = exp (-NTU,) (8)
in
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and for the flow rate V, one obtains

Tout,17Ts 1
_L__gu 4T = exp (-NTU,) (9)
in S
%124 )
where NTU.] = @ and NTU2 = R—;rz

are the number of transfer units of the respective
flow rates. A, and A, resp. are the particle surface
areas, p is tﬂe densgty and c_ the specific enthalpy
of the fluid. p

The average number of transfer units of the system
is defined by

T =T
NTU = 1n 593§T—§ (10)
in °S
where Toyt is the mixing temperature of the two
streams V1 and V2, respectively
_ 2 1
Tout = V1+Vz Tout,2 + V1+V2 Tout,1 (11)
Combining the Eq.'s 8 to 11 yields
NTU = -1n [(1-6)exp(-NTU1)+6exp(-NTUz)] (12)

where v = V2/(V1+V2).

By definition the number of transfer units is
connected with the Nusselt number and the Peclet
number

= Nu
NTU = 5o a L (13)
where a_ is the particle surface area per unit volume
and L i¥ the height of the packed bed. Thus one obtains

for the average Nusselt number of the system

Pe

avL

The individual number of transfer units NTU1 and NTU

Nu = - 1n [(1-6)exp(-NTU1)+6exp(-NTUz)] (14)

2

can be calculated with the help of Eq. 6, 7 and 13,
which yield
Nu, . Nu,
NTU.l = _7_Pe1av T and NTU2 = Pezav T (15)

The average Peclet number Pe is correlated with the
individual ones:
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102 2 5 103 2 5 104 2 5
Rey

Figure 4a. Heat transfer in packed beds of spheres with different void fraction y. Nu as
a function of Re with Pr parameter according Gnielinski (8). The authors of the experi-
mental data are given in the legend.

Legend to Figure 4 a

Symbol Author Diameter A Pr; Sc
a/mm/

9 | Hovson, M. a. G. Thodos /10/ 9,8 0,475 0,61 .
@ | Gupta, A.S.a. G. Thodos /11/ 13,9 0,434 | 0,61
v 15,9 0,576 | 0,61
© | Rowe,P.N. a. K.T.Claxton/12/ 38,1 0,26 10,73
° 38,1 0,365 | 0,73
° 38,1 0,488 | 0,73
° 38,1 0,632 | 0,73
° 38,1 0,475 | 0,73
7 | claser, n.8. a.3.Taodos 713/ 7,9 0,853 | 0,7
@ | Malling,6.F. a.0.Tnodos 710/ 15,9 0,366 [ 0,6
[ 15,9 0,545 | 0,6
] 15,9 0,788 [ 0,6
s 15,9 0,386 | 0,6
& | Gupta, A.S. /15/ 15,9 0,778 | 0,6
a 16,1 0,444 | 0,6
a 15,9 0,576 | 0,6
+ Thoenes, D.a.H.Kramers /16/ 15,0 0,260 | 0,88
& [ Glaser, H. 717/ 12,1 0,52 |o,72
p] 10,3 0,392 | 0,72
L 4 Jaeschke, L. /18/ 22,5 0,668 | 0,56
2 22,5 0,779 | 0,56
® 22,5 0,935 | 0,56
& 22,5 0,476 | 0,56
X | Bradshaw,R.p.a.J.E.Myers/19/ 8,7 0,400 | 0,6
O | carfney,B.J.a.T.B. Drew /20/ 12,2 0,519 | 160
° 9,4 0,508 | 170
° 6,3 0,513 | 160-180
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104

Pr=Sc=10000 o
3000

100

10!

100

100 10! 102 103 104 105

Figure 4c. Heat transfer in packed beds of spheres with different

void fraction y. Nu as a function of Re with Pr as lparameter accord-

ing Gnielinski (8). The authors of the experimental data are given in
the legend.
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lsymbol Author Diameter ' Prise Legend to Figure 4 ¢ (Part I)
a/mm/

L] Thoenes,D. a. H.Kramers /16/ 15,0 0,26 | 2,06

o 15,0 0,476 | 2,06

s 13,8 0,32 | 2,06

2 15,0 0,48 | 2,06

[} 15,0 0,26 2,8

[=] 15,0 0,476 | 2,8

h) 13, 0,32 |2,8

4 15,0 0,88 |2,8

a Wilkins,G.S.a.G.Thodos /21/ 2,6 0,823 | 3,72

LN . 3,1 0,421 | 3,72

o v.d.Decken ef ol /22/ 30,0 0,380 | 2,57

a Hobson,M. a.G.Thodos /10/ 9,4 0,475 | 1,87

a 9,4 0,875 11,

v 9,4 0,475 | 1,76

® Rowe,P.N.a.K.T.Claxton /12/ 38,1 0,26 2,54

o 38,1 0,476 | 2,54

o 38,1 0,365 | 2,54

° 38,1 0,488 | 2,54

° 38,1 0,632 | 2,54

@ Thoenes,D. a. H.Kramers /16/ 15,0 0,26 | 780-1070

15,0 0,395 | 910-1060

o 15,0 0,476 | 800-1090

-] 13,8 0,320 | 880-1040

14 Wilson, E.J. 4. C.J.Geanko- 6,2 0,436 | 876-1107

v polis /23/ 6,3 0,401 | 760-1000

v 6,3 0,441 | 950-1070

(4 Bhattacharya, S.N. a. 23,4 0,53 | 794

< M. Raja Rao /24/ 23,4 0,49 | 794

[N 7,9 0,39 | 794

4 17,6 0,53 |930

o Evans,G.C. a. C.F.Gerald/25/ 2,0 0,51 1051-1104

o Venkateswaran, S.D. a. G.S. 19,0 0,483 | 867-892

Laddna /26/
Legend to Figure 4 ¢ (Part II)
Symbol Author Diameter A Pr; Sc
a/mm/
e Rowe ,P.N.a.K.T.Claxton /12/ 38,1 0,260 | 6,0-7,2
® 38,1 0,365 | 6,7-7,0
° 38,1 0,488 |6,7-7,0
o 38,1 0,632 | 6,6-7,0
L 38,1 0,476 | 6,4-7,0
S Thoenes,D. a. H.Kramers/16/. 15,0 0,26 |1175-1840
4 15,0 0,395 | 1100-1320
a 15,0 0,476 | 1100-1430
o Wilson,E.J. a. C.J. Geanko=- 6,3 0,403 | 1171-1231
polis /23/

v Williamson, J.E. etal. f27/ 6,1 0,431 [1103-1140
2 McCune,L.K.a.R.H.Wilhelm /28/ 6,4 0,375 | 1200-1450
] 4,8 0,369 | 1240-1405
s 3,2 0,355 | 1330-1350
] 6,4 0,375 | 1340
o 1,3 0,845 | 1340
] 2,1 0,833 | 1300
a Karabelas, A.J. etal. /29/ |12,7;25,H;76,2I 0,26 | 1600
o Rowe,P.N.a.K.T.Claxton /12/ 15,9 0,26 1360-1670
[ ] 6,4; 12,7 0,37 1380-1440
® 38,1 0,26 | 1360-1400
° 38,1 0,365 | 1310-1410
) 38,1 0,488 | 1280-1410
° 38,1 0,632 | 1320-1370
+ Jolls,K.R.a.T.J.Hanratty /30/ 25,4 0,410 | 1695
4 25,4 0,410 | 1740
X 25,4 0,410 | 1780
¥ | Thoenes,D. a. H.Kramers /16/ 15,0 0,26 | 1960-2300 Legend to Figure 4 c (Part III)
a 15,0 0,26 | 3300-3650
a 15,0 0,395 | 2400-2800
v 15,0 0,476 | 1960-2800
a 15,0 0,476 | 2870-3540
a 13,8 0,32 | 3380-3530
o Gaffney,B.J. a. T.B.Drew /20/ 12,2 0,52 10100-11000
a 9,2 0,497 | 10400-11000
v 6,0 0,507.{ 10700-11500
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10 Pre |
EQqs.(6).(7) §
10'
5 = ' 7
z Stoerensen a.Stewart “7\ '//;,’
10° ¥ = 0476 Wy

102

10

10 :
102 10" 10° 10' 102 10°
Pe

Figure 5. Heat transfer in packed beds of

szeerical particles. Full lines calculated from

the empirical Equations 6 and 7. Dotted line

from theoretical calculations by Soerensen and

Stewart (31). Data of various authors as col-
lected by Kunii and Suzuki (32).

Particle
KEY Authors diameter Fluid
(mm)

L L&f and Hawley (37] 328 air
G1: [Grootenhuis [3¢] 0-39 air
G2: o1
G3: 0-064
E1: |Eichhorn and White [35) 0-66 air
E2: 062
E3: 0-28
S: Satterfield and Resnick [39] 51
K1: | Kunii and Smith (36) 102 air
K2: 057
K3: 040
K4: o1
D: Dannadieu [38) 013 ~ 11 | air
3 Kunii and Ito [40) 0-45~5-0 air
M:  [Mimura [41) 37 air
SU: |Suzuki [¢2) 110 air
T Tokutomi [43) 10 air
KS: | Kunii and Smith [36] 1-02 water
K6: 0-57
H: Harada (44] 0-56~31 water
MT: | Mitsumori [45) 118 ~11-0 | water

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch004

4. scHLUNDER  Transport in Packed Bed Reactors 123

_1-v =9
Pe, = 1% e Pe and Pe, m Pe (16)
It is of interest to study the asymptotic behavior of
Eg. 14. For large Pe numbers the individual NTU's go
to zero. Then Eq. 14 may be expanded to give

lim Nu = (1-9) aL’Nu1 + ap—"—z Nu, (17)
NTU-+O v V

Eq. 17 says that in the limiting case NTU+O the average
Nusselt number is equal to the artihmetic mean value
of the individual Nusselt numbers with respect to the
individual crossectional and surface areas.

For low Pe numbers or large NTU, respectively the
asymptotic solution of Eq. 14 becomes

qv2 @ .

;%3+§u = 3;_ v Nusingle sphere fw
This value may be far below Nugjngle sphere’ fy . In
case of NTUq,2+0 (large Pe) the outfet temperatures
of both streams Tout,1 and Tout,2 are close to the in-
let temperature Tin. If however, NTUq 2+~ (low Pe) the
outlet temperatures Tout1 and Toyut2 aré close to the
particle temperature Tg.

For intermediate Pe numbers it may happen that
NTU, is still very low while NTU; is rather large,
provided that there is a sufficiently large variation
in flow. In this case the outlet temperature Tout,1 is
already close to the wall temperature Tg, while the
outlet temperature Toyt,2 is still close to the inlet
temperature Tjpn. In this case Eg. 14 reduces to

(18)

= -“Pe -lnv_d
Nu = avL ln v -GTTT- Pe (18 a)
or NTU = -1ln v (18 b)

Eq. 18 b shows clearly that the number of transfer
units only depends on the flow rate ratio v but not
on the flow rate itself nor on the surface area and the
thermal properties of the fluid. This is because the
average outlet temperature is nothing but the result
of a mixing process between some fluid portions having
the inlet temperature and others having the particle
temperature or in other words between some fluid
unchanged in temperature and the rest having reached
thermal equilibrium. Since the average NTU is a purely
hydraulic property of the non uniform system, this
regime of intermediate Peclet numbers shall be called
the hydraulically controlled regime. Within this
regime the basic laws of heat conduction and heat
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convection only do apply to the local transfer
processes but not at all to the average transfer rate.
Therefore the average heat transfer coefficient in the
hydraulically controlled regime has no longer a true
physical meaning. In particular, one cannot compare

the average heat or mass transfer coefficient with the
rate of a chemical reaction in order to decide, whether
the whole process is either transfer or reaction
controlled. One has to compare the local transfer rates
with the local reaction rates. Otherwise the result
might be wrong by orders of magnitude.

Eg. 18 a, b also hold for low Peclet numbers in
case that the surface area a does not contribute to
the transfer process. All exggrimental data realizing
the boundary condition of constant particle tempera-
ture have been mass transfer experiments (evaporation,
sublimation). Since the retaining wall itself does not
contribute to the mass transfer, see Fig. 6, one might
expect Eg. 18 a, b to be valid not only for interme-
diate but also for low Peclet numbers (Pe-O).

All heat transfer experiments have been carried |
out with the boundary condition of constant heat flux g
at the interface of the particles. In this case the
average Nusselt number of the non uniform system is

given by *
11 * 1 1 ayl o* 2
Nu 551 + ‘p(Nuz Nu1) t e T (9 (19)
with ¢*= 0 1-w2 - av2
1-y a,

as Martin (3) has shown. For large Pe numbers this
equation reduces to

1 ay1 3y2
lim — = (1-&[)) _— 4 P XL (19 a)
Pe+~Nu Nu1 Nu2

while for low Pe numbers the asymptote becomes

lim Nu = L L % Pe (19 b)
Pe-+0 6(1-y) (1- '\l)') =
According Egq. 19 b Nu goes to zero when Pe goes to
zero. Furthermore Nu decreases with decreasing
particle diameter 4 and increasing bed height. This is
basicly the same result as for the boundary condition
of constant particle temperature in the range of
intermediate Pe numbers and also for low Pe numbers if
a is assumed to be zero, see Eq. 18 a. In Fig. 7 the
ngselt number Nu is plotted against the Peclet number
Pe according to equation 19 with the ratio of bed
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By pass Location of zero
crossectional concentration gradient
area in the fluid

Non active
surface

102 10°

Figure 7. Heat transfer in packed beds. Curves calcu-
lated from Equation 19 with Nu,s = Nu (Pe,s, Y1,
Pr) from Equations 6 and 7 and v from Equation 4,
o from Equation 3. Data with actual L/d from Figure
5. Dotted line (p = 0, y — 0,4) uniform packed bed
based on experimental data at high Pe numbers and on
calculations by Soerenser:nzlz’nd Stewart (31) at low Pe
numbers.
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height L to particle diameter d, which is simply the
number of particle layers as parameter. Nu, and Nu

are calculated from Eq. 6 and 7 which are }epresen%ed
in Fig. 7 by the dotted line (Y= 0,y = 0,4). The
crossectional area near the wall (where y =y, = 0,5)
is assumed to be only 6 % of the total crosseational
area. In addition experimental data according to
various authors for different parameters L/d are shown
in Fig. 7. The agreement with Eqg. 19 is within the
experimental scatter.

Fig. 7 shows clearly that for Peclet numbers less
than 10° to 104, depending on the number of particle
layers, the average particle-to-fluid heat transfer is
entirely hydraulically controlled, which means that
the number of transfer units is independent of the
suface area per unit volume, independent of the fluid
flow rate as well as of the thermal properties of the
fluid.

Therefore, the average heat transfer coefficient
(Nusselt number) does no longer represent a heat
transfer process but rather a pure hydraulic phenomenon.
If a heat or mass transfer process is combined with a
chemical reaction one always has to apply the local
heat or mass transfer coefficients, e.g. to form a
Hatta number etc.

V. Heat Transfer; Energy Transport and Temperature
Profiles in Tubular Packed Bed Reactors

Fig. 8 shows a typical temperatur profile in a
tubular packed bed reactor. Profiles like this have
been measured for example by Seidel (46). Near the
wall there is a very steep temperature gradient. This
observation suggests the introduction of a so called
wall heat transfer coefficient

= —9 (20)
[+

w To TWall
where q is the heat flux.

The temperature profiles for the fluid phase
Tg(r) and for the solid phase Tg(r) in the central
parts of the reactor can be predicted if an adequate
model for the energy transport both in the fluid as
well as in the solid phase can be developed and if the
parameters in this model are available. In the follo-
wing section V.1 such a model and its parameters will
be presented. In the section V.2 the wall heat transfer
coefficient will be discussed.
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V.1 Energy Transport in Packed Beds

The most widely used model, which will be des-
cribed below, is based on the following hypothesis:
1. The heat flux both in the solid as well as in the

gas phase follows Fourier's law
T

s = - S

g = ~ *50 37 (20)
aT

Y = - A —G

9z = 3T (21)

where Agop and A are the apparent heat conductivities in
the solid and in the gas phase, respectively.
2. Both heat fluxes §g and g penetrate through the
packed bed along the space variable r in parallel and
independently. Consequently, the total heat flux is

. aTS aTG

q=-ASOF‘AF (22)
In the abscence of a chemical reaction Tg is equal to
Tg and one obtains

& =- (g +N) 32 (22 a)

The first hypothesis is arbitrary and remains
subject to experimental verification. The second
hypothesis is to be justified by physical reasons.
Schliinder (47) has calculated the local heat flux
penetrating a gap formed by a plane and an adjacent
sphere filled with a stagnant gds, see Fig. 9. taking
into account that the heat conductivity of the gas A
is affected by the gap width, which near the con-
tacting point is always smaller than the mean free
path of the gas molecules. Therefore, the heat conduc-
tivity A goes to zero, when the gap width goes to
zero. However, the amount of heat transferred locally
dQ/dp shows a maximum value very close to the
contacting point, see Fig. 9. Consequently, most of the
heat is transferred near the contacting point, say
between O < p < 0,5 r. The same result would be ob-
tained for two adjacent spheres.

If in addition a gas is blown through the gap
between the plane and the sphere, the local flow rate
will vary with the gap width. In laminar flow the local
flow rate is proportional to the third power of the
gap width. At a position p = 0,5 r the local flow rate
ratio V (p)/V (r) is equal to

(672) = (1- V1- 69'” = 0,008
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L Tglr)

|

Wall

p—o

Figure 8. Typical

temperature profile

in a tubular packed
bed reactor.

100

N\
Edge c!f the sphere|

E
-5
o 50
S
3 S
14 \\\ \
Py S —~
2000 4000 6000 8000
w
a(o)[T
m°K
0.010.02 Alg) [m_v‘(]

Figure 9 Heat transfer between a plane surface and a sphere through a stagnant
as. A = local heat conductivity of the gas in the gap bgtween plane and sphere; «
) = local heat transfer coefficient defined by ofp) = dQ/2xp dp(T, — T,). Particle

diameter 200 ym. Air at 300°K and 1 bar. dQ/dp without numbers.
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and is less than 1 %. Consequently, the gas flow does
not disturb the stagnant gas film near the contacting
point. This is the justification for the second hypo-
thesis that the energy transport through the solid
particles separated by small amounts of stagnant gas
by conduction and through the gas phase in the inter-
stices by turbulent motion occur independently and
parallel in the packed bed.
A. Energy transport byconduction in the solid phase
Since the last 50 years quite a number models have
been developed by various authors to predict the heat
conductivity ASO of packed beds of spheres filled with
a stagnant gas. Recently Zehner (48) has compared the
models presented by Krischer (49), “Yagi and Kunii (50),
Schumann and Voss (51), Kunii and Smith (52), Schliinder
(53), Woodside (54), Deissler and Boegli (55), Wakao
and Kato (56) and Krupitzka (57). Based on a detailed
examination of the various models Zehner developed a
new one, which seems to agree with a large number of
experimental data in a wide range of temperature and
pressure better than the previous ones. In 1977 Bauer
(58) has extended the Zehner-model to describe packed
beds of non spherical particles like cylinders, raschig
rings etc. as well as to packed beds with a particle
size distribution. The Zehner-Bauer-model yields to
following equations for the prediction of the apparent
heat conductivity of a packed bed filled with a stag-

nant gas ASO:
Iso a- Vi=o (5 e R+ V—[ap (1-~P)—S°-]
where A 1+A7>T ) 'X"'
* B —'+— - ) - 7 — -_—) T
)‘SO _2 A A A )‘S In A A :D
X P p2 ) X§ AR
| B(1+()\T)- 1) (= + )
B-1 A B+1 [AR A A AR
-+ == | = — -B(1+(— -1)—-)] (23a)
P )\D 2B A )\D )‘D A
with
A A A A A A
= R _p D)y _ _gr - R _
P= (145 -B ) AS) = TBlGs Th (4 T ) (23b)
The individual heat conductivities ), A%, AR and Ap
are:

a) A is the heat conductivity of the fluid (gas).

1
b) 2 = A, (1 + ) (23c)
S S Blox
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ox on 3
For non metallic particles A% is equal to the heat
conductivity of the solid pa§tic1e Ag. Only in case of
metallic particles may an external oxide layer form
an additional heat transfer resistance S y/Aox- d is
the average diameter of the particles the reciprocal
of which i=
0 af
1 i

d i=1 dy,3
is to be formed by summing up all particle size frac-
tions Af; devided by the volume equivalent sphere dia-
meter dy,i. In the case of a monodisperse packed bed
d is of course, equal to the sphere diameter d.

0,04 Cg o 3

R = 37e=T 966 ° *r (23 )

AR is the equivalent heat conductivity for the energy
transfer by radiation as already suggested by
Damk&hler (59).

Xp is an average distance between radiating
surfaces within the packed bed and is to be calculated

by

c) A

xR i=1 RForm'dV i

Rporm is a shape factor taking into account that the
apparent shape of the particle with respect to radia-
tive energy exchange may be different from its
geometrical one and must be determined from experiments.

d) R PP S— (23 e)

D 1+2£2£
Xy Y
Ap takes into account the Smoluchowski effect. A is
the heat conductivity of the continuum gas, ¢ the mean
free path of the molecules, y the accomodation
coefficient and xp is the average gap width between the
particles with respect to heat conduction in a rarified
gas and is to be calculated from
i=n £,

;E; DForm dV i

is a shape factor taking into account that the
apggyent shape of the particle with respect to Kundsen
diffusion may be different from the geometrical one.
Fo is to be determined from experiments.
rmEventually, the quantity B in Eq. 23 is a para-
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meter by which the real shape of the particle is to be
replaced by an artificial one so that the streamlines
of the heat flux remain parallel throughout the packed
bed. (This is one of the essentials of the Zehner-
model). B follows from

10

_ 1 9

C is a shape factor with respect to particle-to-
pggchle heat conduction. f(¢,.) is a particle size di-
stribution function.In the case of monodisperse packed
beds f equals unity. In general both CF and f(Er)
‘must be determined from experiments. orm

The quantity ¥ in Eg. 23 is the. relative contact
area of adjacent particles depending on the relative
radius of this area

23 p.2
® = ——L (23 q)
1+22 PK

according to Wakao and Kato (56). py must be deter-
mined by experiments.

In the following figures Eq. 23 is compared with
experimental results. The data of Imura and Tagegoshi
(60) show the influence of the gas pressure on the
heat conductivity of packed beds of equal sized spheres.
In this case the various shape factors are C =1,25,
xg = d, % = d. Form
Fig. 10 a, b, ¢ and 4 demonstrate that all the
data for poorly conducting spheres can be fitted with
0,2%3,5:-10"4. Fig. 11 a, b und ¢ show that the data
fgr metallic spheres can only be fitted if an oxid
layer is assumed.

For packed beds of cylinders the shape factors are

3
= 2,5; Xp = d ¥31/24,

which represent data at normal pressure very well,
see (58).

The heat conductivity A of packed beds of
hollow cylinders at various ggmperatures and normal
pressure according (58) is shown in Fig. 12 a und b.
The \shape_factors are Cp = 2,5 (1+[d,/d]2) and

Iy orm i
x, = d g-/31/2d.
Tﬁe heat conductivity of binary mixtures of ceramic
spheres are shown in Fig. 13 a and b as a function of
the mass fraction Af, with the diameter ratio d1-/d2
and the temperature % as parameters. The shape
factors are C = 1,25 1/x =Af§/d +(1-Af1)/d2. The

distribution FOh®tion £(Eg) R 1+ e} with

£(g,) (23 £)

CForm
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- 2
AE,+(1-8£,) (4,/d,) 1 1/2
g 2
Af +( [1-Af1] d,/d,)

according to Rumpf and Gupte (61). The influence of
the pressure on the heat conductivity of binary
mixtures of spheres has been measured by Imura and
Takegoshi (60). Fig. 14 a and b show good agreement
with Eg. 23 with the shape factor 1/x_=Af /d,+(1-Af
So far Eq. 23 seems to predict experiRent;l aata fo}
various conditions with sufficient accuracy for
practical purposes.
B. Ener transport by turbulent motion of the f

in the voids. '

Fig. 15 shows schematically the flow pattern in a
packed bed, where the flow separates from the partic-
les and complete mixing occurs in the voids. From this
model Schliinder (62) derived the apparent radial heat
conductivity in the fluid phase due to the turbulent
motion in the interstices for a two dimensional packed
bed

A _ Pe (24)

)/dz.

where Pe = (ic./M)+X,, with the mass flow rate m, the
heat conductigity Ef the fluid A, the specific
enthalpy of the fluid Cp and the mixing length xp,
which is nearly equal to0 the particle diameter. Bauer
(58) has extended this model to polydispered packed
beds. He derived the following formula for the
computation of the average mixing length

J=m 1
Xp = :Z: ij == (25)
3=1 D 88y /xg
i=1
where xF,i=FF,i dF,i'

dF . ist the diameter of a sphere equivalent
in voluhd,F_ ., is a shape factor, which must be deter-
mined from Etﬁeriments.

The constant K in Eq. 24 has the value 8
according (62) for an infinite packed bed. For a
finite packed bed Schliinder (62) recommended

2
K=8 (2= (1-2 3=9—) ) (26)
Tube
For packed beds of equal sized spheres Bauer (58) found
the shape factor F, = 1,15, while 4, = d. Fig. 16
shows experimental data for A/A versus Pe number for
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Figure 10. Heat conductivity A,, of packed beds of equal-sized ceramic spheres at vari-

ous pressures and room temperature according to Ref. 60 and Equation 23, Bi,; =0, y =0,

39, px® = 8,5 - 10, (a) Nitrogen v = 0.9; (b) R 12 y — 1.0; (c) nitrogen y = 0.9; (d)
helium y = 04. '
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Figure 11. Thermal conductivity A,, of packed beds of equal-sized

metallic spheres at various pressures and room temperature accord-

ing to Re?.) 60 and Equation 23. (a) (left) Copper-nitrogen; (b) (left)

copper-helium, nitrogen, R 12,-R (c) (above) steel-helium, nitrogen
12.
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Figure 12. Thermal conductivity \,, of packed beds of hollow cylinders
at various temperatures according to Ref. 58 and Equation 23. (a) Ceramic-
nitrogen; (b) steel-nitrogen.
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packed beds of styrene, ceramic, steel and copper
spheres of 10 mm diameter obtained by Bauer (58).
The fluid was nitrogen. The full lines represent
Eq. 24 including 26. Extrapolation to Pe = O gives
ASO/A according Eq. 23.

Fig. 17 a and b show the influence of the
temperature up to 1000 K. The full lines represent
Eq. 24, 26. The dotted line is calculated neglecting
the heat transfer by radiation for T = 1000 K. In
Fig. 18 a and b equivalent data are presented for
cylindrical particles both of poor and good conducting
material. The shape factor is FF =31 75 and the
equivalent particle diameter dF = 31/2d. The mixing
length x_, as a function of the diameter-to-length-
ratio d/E is shown in Fig. 19. In Fig. 20 the mixing
length x_, for hollow cylinders is plotted against the
ratio of the inner to outer diameter 4,/d. Long
cylinders with thin walls are most efféctive with
regard to radial mixing of the fluid. The corres-
ponding expression for the prediction of X, are given
in (58). Fig. 21 shows the mixing length x_ for binary
mixtures of spheres depending on the mass Fraction Af1
with the diameter ratio d,/d, as parameter. The shape
factor is F_, = 1,15 and the ﬁixing length is to be
calculated Ey 1/x_, = Af /d1+(1-Af1)/d . Bauer (58)
has also given shgpe fagtors and mixi%g lengths for
infinitely variable particle-size distributions.

Rewriting Eq. 22 a for practical application
gives

A
A

S - - T
or q = -2 (K1+K2 Pe) T

A
. _ . 2so T
=2 = +3) 3%

The parameters K, and K, are listed up in Table 1 for

spheres, cylinders, holiow cylinders, binary mixtures

of spheres and continuous granulations of both poor

and good conducting material (ceramic, steel).

V.2 Heat transfer between tube walls and packed beds.
The heat transfer between a rigid wall and an

adjacent packed bed of spheres is well understood

for zero mass flow rate of the fluid. In this case the

wall heat transfer coefficient a,, can be predicted

by a formula derived by Schltnde¥ (47):

S8 (@ Hinae &)+ ec, (Be° (27)
I | d n s €Cs 'Too
where ¢ = 40 2=y .
oy
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Figure 13a. Thermal conductivity A,, of packed

beds of binary mixtures of ceramic spheres as a

function of the mass fraction Af, at normal pressure

according to Ref. 60 and Equation 23. Various
diameter ratios d,/ d,.
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Figure 13b. Thermal conductivity XA Of
packed beds of binary mixtures of ceramic
spheres as a function of the mass fraction
Af, at normal pressure according to Ref. 60
and Equation 23. Various temperatures.
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Figure 14a, b. Thermal conductivity of packed beds of binary
mixtures of ceramic spheres at various pressures and room tem-
perature according to Ref. 60 and Equation 23
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Figure 18a. Apparent heat conductivity of packed beds of cylinders vs. Pe number

at various temperatures and normal pressure. Full lines according Equations 24 and

26. Pe = 0: ), according to Equation 23. Dotted line calculated for 1000°K, how-
ever, heat transfer by radiation dropped. Steel-nitrogen.
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Figure 18b. Apparent heat conductivity of packed beds of cylinders vs. Pe number

at various temperatures and normal pressure. Full lines according Equations 24 and

26. Pe = 0: A,, according to Equation 23. Dotted line calculated for 1000°K, how-
ever, heat transfer by radiation dropped. Ceramic-nitrogen.
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A is the heat conductivity of the fluid (gas), o_ is
the mean free path of the gas molecules, y is th
accomodation coefficient, e€C_. is the radiation emissi-
vity and T _ is the average tgmperature between the
wall and tlle first layer of the packed bed. The first
term on the right hand side of Eg. 27 accounts for
molecular heat conduction through the gaseous gap
between the wall and the spheres. The second term
accounts for radiation heat transfer. Eq. 27 is based
on the assumption that there is only point contact
between the spheres and the wall, i.e. P = O, see

Eq. 23. Wunschmann and Schliinder (63), (64) have
confirmed the validity of Eg. 27 by unsteady state
heat transfer experiments for poor conducting
materials like polystyrene and glass spheres. A packed
bed resting on an electrically heated copper plate

was heated from below for a certain contact time t.
Evaluation of these experiments yield the heat transfer
coefficient S defined by

ay = 4= (28)
Wop T
L

where q is the heat flux, T, the wall temperature and
T is the average temperature of the packed bed,
determined by a heat balance, as a function of the
contact time t. For very short contact times and in
particular at low pressure the heat transfer is en-
tirely contmlled by Eq. 27. For longer contact times
the packed bed may be considered as a quasi-continuum

so that Fourier's_ theory applies giving
Vpc A
oy, = —2 P SO (29)

L
where AS is to be calculated by Eq. 23. Fig. 22 a, b,
c show ghe.experimental data for packed beds of
polystyrene, glass and bronze spheres, respectively.
The parameter is the gas (air) pressure. On the left
o according Eq. 27 and on the right according Eq. 29
is indicated. There is good agreement with the theory
for the poor conducting materials like polystyrene and
glass. The bronze spheres, however, show. higher heat
transfer coefficients in particular at low pressure
and short contact time. In this regime one would
expect that the heat transfer is only radiation
controlled (a,, = 5 W/m2K at room temperature). Obvious-
ly the assumpgion of point contact must be replaced by
another one admitting a certain contact area, i.e.
P > O. A rough estimation gives
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Figure 22a. Wall heat transfer coefficient aw obtained by Wunschmann and Schliinder
(64) from transient heat transfer experiments at room temperature and various gas
(air) pressures. Glass, d — 3,1 mm.
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Figure 22b. Wall heat transfer coefficient aw obtained by Wunschmann and Schliinder
(64) from transient heat transfer experiments at room temperature and various gas
(air) pressures. Polystyrene, d = 1,05 mm.

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch004

152 CHEMICAL REACTION ENGINEERING REVIEWS—HOUSTON

10° —
Farticle diameter d = 094$mm
00 Bed height H= 50mm
T 5 v 760 mm Hg
> x 0 o 100 -
'é — L a 10 -
o 0\\ o ! b
2 = z\ . o1 -
Bk ‘\A\\Qv\ v oor -
L [~a. N N 0001 *
102 - e TS
\n\‘ \'Aqak\
[Fo~, A\\ NI
9o Na. o\}wh
5 Foa ol By
T, o H’-‘\o\ oy ’% "<‘<
o :-t— ..\. P\% i \\
o - x:h \L , \
2 v '~ N
'azl\k [ ~<

1§h -Gz -
10’ %v
00! | N

s ——2

2

’00
10° 2 5 0 2 5 102 2 5 10°
tls]

Figure 22c. Wall heat transfer coefficient aw obtained by Wunschmann and Schliinder
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AS T 3

~ 5 _S m

aw 2 3 DK + GCS (‘m) (30)
With the data from Fig. 22 ¢ at low pressure and short
contact time one obtains p, & 104 which is in the
same order of magnitude as has been found from steady
state experiments, see e.g. Fig. 12.

Eg. 27 gives average wall heat transfer coeffi-
cients obtained by integrating over the local heat
transfer rates, which reach a rather high value near
the contact point, see Fig. 9. This large variation
of the local heat flux with respect to the particle
radius may become of practical importance, too. E.g.
should a wet porous catalyst be dried in an indirectly
heated rotary dryer, one would expect that the drying
rate during the constant rate period is controlled by
the wall heat transfer coefficient o, according Eq.27.
Experiments, however, have shown tha@ the drying rate
is much lower. Fig. 23 shows experimental data (Uni-
versity of Karlsruhe, still unpublished) for magnesium
silicate spheres of 6 mm diameter dried in an agitated
packed bed contacting a hot plate. The a,~controlled
drying rate can be maintained only during the first
few seconds. Later when a constant rate period is
observed, the drying rate is much lower. The reason
for this considerable rate reduction is, that the
particles immidiately dry off near the contact point,
because the local heat flux is so high, that the
equivalent amount of liquid cannot be brought to the
surface of the particles at this point. This means that
the drying rate during the constant rate period is no
longer heat transfer controlled, but also mass transfer
controlled according to the strength of the capillary
forces in the porous granules.

Wall heat transfer coefficients in tubular reactxs
with a fluid passing through can be determined either
by direct evaluation of temperature profiles in the
packed bed or by analyzing over all heat transfer
coefficients,so far the apparent heat conductivity
is known. Recently Hennecke and Schliinder 65) have
evaluated about 5000 data collected from 14 authors,
who have published over all heat transfer coefficients,
applying Eq. 22 a and the following ones for the
prediction of the apparent heat conductivity of the
packed bed A . Assuming plug flow they obtained wall
heat transfer coefficients depending not only on the
Peclet number (Pe = ud/k) but also on the ratio of
tube diameter D to tube length L as shown in Fig. 24,
where the wall Nusselt number N = a.d/A is plotted
against Pe. u is the superficial“velocity of the gas,

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch004

CHEMICAL REACTION ENGINEERING REVIEWS—HOUSTON

500 Plate surface| Stirrer maximum Init. moisture
temperature speed drying rate content
[*c] [1/min] kg tm2n] [ltgl kg]
450 |2 L %03 154 154 -10°3 0,168
o 60.9 154 219-107 0221
o] 707 154 2621073 0,201
a] @5 154 32410°3 0211
? 400 {o| 913 zero 364 103 0199
£ max iy 0 9p2913°C
o
=, 350
- h 815°C
) T
o 300 P=21mbar I,: H
& 3z 183°C I
[l _mrc
s 250 [';:
o . H 609°C
Stirrer speed zero 1 ————
2 200 | !{
- s "
> 4 : "
P / 4_;“___ 503°C
150 By
% : i
1y
100 \ | : 1
| | H ]
1 'y
! T
50 I
1 Vo
1 P
P H [
ok . |

0 005 0.0 015 0.20 025 030

) kg HZO
Moisture content Y [kg dry mat.

Figure 23. Contact drying flf magnesium silicate spheres of 6-
mm diameter in an agitate d bed. Drying rate m vs.
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d is the particle diameter, «k the thermal diffusivity
and A the thermal conductivity of the gas. Some of
the Ny _-data not only tend towards infinity but
also turned out to be negative! Taking into account
the radial flow rate distribution as given in Fig. 3
the same evaluation yielded wall heat transfer
coefficients Nu,_ (Pe, L/D) depending much less on the
ratio L/D as shown in Fig. 25. Also no negative values
have been obtained. However, for long tubes the wall
heat transfer coefficients are still lower by orders
of magnitude than those for short tubes. This effect
is still not really understood. It may be that this is
due to the by pass effect described in section 1IV.
However, this is an assumption and is still subject to
further investigation. For practical purposes Hennecke
(65) has developed semi-empirical correlations to
predict both wall heat transfer coefficients as shwon
in Fig. 25 as well as flow rate distributions in packed
bed reactors as shown in Fig. 3.

At the present state these correlations together

with Eq. 23 for the prediction of the apparent heat
conductivity and Eq. 6, 7 for the particle-to-fluid

heat transfer may be recommended for application in
tubular reactor design. These correlations give fairly
reliable parameters for either homogeneous or hetero-
geneous one or two dimensional models for the mathema-
tical simulation of packed bed reactors.

Symbols

A surface area

ay surface area per unit volume

Cg radiation of the black body

d particle diameter

D, bed diameter

£ QMbecross sectional area

L bed height ; 1 particle length
AP pressure drop

q Heat flux

r,p radial coordinate

s gap width

T temperature ; t time
u superficial velocity

\'4 flow rate

y distance from the tube wall

a heat transfer coefficient

€ radiation emissivity

n,v dynamic and kinematic viscosity, resp.
A void fraction

A apparent heat conductivity

K thermal diffusivity

(o mean free path of the molecules

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch004

158

CHEMICAL REACTION ENGINEERING REVIEWS—HOUSTON

Literature Cited

(1)
(2)
(3)
(4)
(5)
(6)
(7)
(8)
(9)
(10)
(11)
(12)
(13)
(14)
(15)

(16)
(17)
(18)
(19)
(20)
(21)
(22)

(23)

Benenati, R.F. and Brosilow, C.B.

AIChE J. (1962) 3 359

Ridgway, K. and Tarbuck, V.J.

Chem. Engng. Sci. (1968) 23 1147

Martin, H.

Chem. Engng. Sci. (to be published in 1978)
Ergun, S.

Chem. Engng. Progr. (1952 48 89

Schwartz, C.E. and Smith, J.M.

Ind. Engng. Chem.(1953) 45 1209

Gnielinski, V.

Forsch. Ing. Wesen (1975) 41 145

Ranz, W.E.

Chem. Eng. Progr. (1952 48 247

Gnielinski, V.

verfahrenstechnik (to be published in 1978)
Schliinder, E.U., Einf. W&rme- u. Stoffiibertragung,
Vieweg-Verlag Braunschweig, 2.Aufl. (1975
Hobson, M. and Thodos, G.

Chem. Engng. Progr.(1951)47 370

Gupta, A.S. and Thodos, G.
Amer.Inst.Chem.Engng. (AIChE) J. (1963) 9 751
Rowe, P.N. and Claxton, K.T.
Trans.Instn.Chem.Engrs. (1965) 43 T321
Glaser, M.B. and Thodos, G.
Amer.Inst.Chem.Engng. (AIChE) J. (1958) 4 63
Malling, G.F. and Thodos, G.
Internat.J.Heat Mass Transfer (1967) 10 489
Gupta, A.S.

Ph.D. Dissertation, Northwestern Univ. Evaston,
I1l. €963

Thoenes, D. and Kramers, H.

Chem. Engng. Sci. (1958)8 271

Glasgr, H.

Chemie-Ing.-Techn. (1962) 34 468

Jaeschke, L.

Diss. TH Darmstadt (1960)

Bradshaw, R.D. and Myers, J.E.
Amer.Inst.Chem.Engng. (AIChE) J. (1963) 9 590
Gaffney, B.J. and Drew, T.B.

Industr. Engng. Chem. (1950)42 1120
Wilkins, G.S. and Thodos, G.
Amer.Inst.Chem.Engng. (AIChE) J. 0965) 15 47
v.d. Decken, C.B., Hantke, H.J., Binckebanck, J.
and Bachus, K.P.
Chemie-Ing.-Techn. (1960) 32 591

Wilson, E.J. and Geankopolis, C.J.
Industr.Engng.Chem.Fund. 0366) 5 9

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch004

4. scHLUNDER  Transport in Packed Bed Reactors 159

(24) Bhattacharya, S.N. and Raja Rao, M.
Indian Chem. Engng. (1967) 9 T65
(25) Evans, G.C. and Gerald, C.F. -
Chem. Engng. Progr. (1953) 49 135
(26) Venkateswaran, S.D. and Laddha, G.S.
Indian Chem. Engng. (1966) 8 T33
(27) Williamson, J.E., Bazaire, K.E. and Geankopolis,
C.J.
Industr.Engng.Chem.Fund. (1963) 2 126
(28) McCune, L.K. and Wilhelm, R.H.
Industr. Engng. Chem. (1949) 41 1124
(29) Karabelas, A.J., Wegner, T.H. and Hanratty, T.J.
Chem. Engng. Sci. (1971) 26 1581
(30) Jolls, K.R. and Hanratty, T.J.
Amer.Inst.Chem.Engng. (AIChE) J. (1969) 15 199
(31) Soerensen, J.P. and Stewart, W.E.
Chem. Engng. Sci. (1974) 29 827
(32) Kunii, D. and Suzuki, M.
Int. J. Heat and Mass Transfer (1967) 10 845
(33) Schliinder, E.U.
Chem. Engng. Sci.(1977) 32 845
(34) Grootenhuis, P. Mackworth, R.C.A. and Sounders,
O.A.
Proc. Instn. Mech. Engrs. (1951) General
Discussion on Heat Transfer pp. 363-366
(35) Eichhorn, J. and White, R.R.
Chem. Eng. Progr. Symp. Series (1952) 48 11
(36) Kunii, D. and Smith, J.M.
AIChE J. (1961)7_ 29
(37) Lof, G.0.G. and Hawley, R.W.
Ind.Engng.Chem. (1948 40 1061
(38) Domadien, G.
Revue Inst. Fr. Petrole (1961) 16 1330
(39) satterfield, C.N. and Resnick, H.
Chem. Engng. Progr. (1954) 50 504
(40) Kunii, D. and Ito, K.; referred to as "to be
published" in (32)
(41) Mimura, T. Studies on heat transfer in packed
beds, Graduate Thesis, University of Tokio(1963)
(42) Suzuki, K., Studies on heat transfer in packed
beds, Graduate Thesis, University of Tokio (1964)
(43) Tokutomi, T., Heat transfer dynamics of packed
beds, M.S. thesis, University of Tokio (1966)
(44) Harada, H., Studies on axial heat transfer in
packed beds, Graduate Thesis, University of
Tokio (1965)
(45) Mitsumori, T., Unsteady-state heat transfer in
packed beds, Graduate Thesis, University of
Tokio (1966)

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch004

160

(46)
(47)
(48)
(49)

(50)
(51)
(52)
(53)
(54)
(55)
(56)
(57)
(58)

(59)

(60)
(61)
(62)
(63)

(64)
(65)
(66)
(67)
(68)

CHEMICAL REACTION ENGINEERING REVIEWS—HOUSTON

Seidel, H.P.

CIT (1965) 37 1125

Schlinder, E.U.

CIT (1971) 43 651

Zehner, P.

VDI-Forschungsheft 558, (1973)

Krischer, 0. and Krdll, K. Die wiss. Grundlagen

der Trocknungstechnik Bd. 1, Springer-Verlag (1963)

Berlin, Gottingen, Heidelberg

Yagi, S. and Kunii, D.

Amer. Inst. Chem. Engrs. (1957) 3 373
Schumann, E.W. and Voss, V.

Fuel (1934) 13 249

Kunii, D. and Smith, J.M.

AIChE J. (1960) 6 71

Schliinder, E.U.

CIT (1966) 38 967

Woodside, W.

Cand. J. Phys. (1958) 36 815

Deissler, R.G. and Boegli, J.S.

Trans. Amer.Soc.Mech.Engrs. (ASME) (1958) 80 141
Wakao, N. and Kato, K.

J. Chem. Engng. Japan (1969) 2 24

Krupitzka, R.

Int. Chem. Engng. (1967)7 122

Bauer, R.

VDI-Forschungsheft 582 (1977), VDI-Verlag Diissel-
dorf and Int. Chem. Engng. (1977)
Damkdhler, G. (M. Eucken and A. Jakob)

Der Chemieingenieur, Bd. III, 1. Teil, Akad.
Verlag GmbH Leipzig (1937)

Imura, S. and Takgegoshi, E.

Nippon Kikai Gakkai Ronbunsku Tokyo (1970) 40 489
Rumpf, H. and Gupte, A.R.

Chem. Ing. Techn. (1971)6 367

Schliinder, E.U.

Chem. Ing. Techn. (1966) 38 967

Wunschmann, J. and Schliinder, E.U.

5th International Heat Transfer Conference
Tokyo (1974), Paper CT2.1

Wunschmann, J. and E.U. Schliinder
verfahrenstechnik (1975) 10

Hennecke, F.W. and Schliinder, E.U.

Chem. Ing. Techn. (1973) 45 277

Leva, M.

Ind. Engng. Chem. (1946) 38 415

Leva, M.

Ind. Engng. Chem. (1947) 39 865

Hanratty, Th.P.

Chem. Engng. Sci. (1954) 230

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch004

4. scHLUNDER  Transport in Packed Bed Reactors 161

(69) Zehner, P. and Schliinder, E.U.
Chem. Ing. Techn.(1973)45 272
(70) Beek, J.
Advances in Chem. Eng. Vol. 3, Academic Press
New York (1962) ,
(71) Yagi, S. and Kunii, D.
Int. Development in Heat Transfer, Part IV (1961)

Recervep March 30, 1978

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch005

5

Environmental Reaction Engineering

JOHN H. SEINFELD

Department of Chemical Engineering, California Institute of Technology,
Pasadena, CA 91125

Chemical reaction engineering problems associated with en-
vironmental systems are numerous. Design of gas cleaning absorp-
tion processes, waste water treatment facilities, low-emission
combustion processes, and catalytic mufflers are typical problems.
A review of the state of environmental reaction engineering cannot
be accomplished in a chapter of modest length. Rather than attempt
a comprehensive review of environmental reaction engineering, there-
fore, we have chosen to focus here somewhat more narrowly. Speci-
fically, we will discuss several challenging problems in what might
be termed atmospheric reaction engineering.

First, we survey the principal current problems in the chemi-
stry of the polluted atmosphere. In the atmosphere primary gase-
ous emissions such as oxides of nitrogen, hydrocarbons, and sulfur
dioxide undergo a large number of chemical reactions that lead to
formation of ozone and oxygenated organic species as well as to
formation of submicron particles consisting of, among other consti-
tuents, sulfates, nitrates and oxygenated organics. In addition
to homogeneous (gas-phase) reactions, heterogeneous (particulate-
phase) reactions may also take place in the aerosols generated.
Second we discuss the key problems associated with predicting the
dynamics of aerosols in the atmosphere. Whereas the physical
processes that can affect the dynamics of gaseous pollutants are
limited to those that alter concentrations in a unit volume of air
through atmospheric transport, those that influence particle be-
havior are much more diverse. Processes such as nucleation, con-
densation and coagulation must be considered.

The object of research in atmospheric reaction engineering is
to understand as fundamentally as possible the processes that de-
termine the evolution of gaseous and particulate species in the
atmosphere, and, from such knowledge, to design source control
strategies to meet air quality criteria.

Chemistry of the Urban Atmosphere

Virtually every reaction occurring in the atmosphere is

0-8412-0432-2/78/47-072-162$07.75/0
© 1978 American Chemical Society
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subject to some degree of uncertainty, whether in the rate constant
or in the nature and quantity of the products. In evaluating a
mechanism that describes atmospheric chemical dynamics the custom-
ary procedure is to compare the results of laboratory experiments,
usually in the form of concentration-time profiles, with simula-
tions of the same experiment using the proposed mechanism. A suf-
ficient number of experimental unknowns exists in all such mechan-
isms that the predicted concentration profiles can be varied some-
what by changing rate constants (and perhaps mechanisms) within
accepted bounds. The inherent validity of a mechanism can be
Judged by evaluating how realistic the parameter values used are
and how well the predictions match the data. Since the mechanism
will generally not be able to reproduce every set of data to which
it is applied, two factors must be considered: (a) identification
of the major sources of uncertainty, such as inaccurately known
rate constants or mechanisms of individual reactions, and (b) eval-
uation of so-called "chamber effects," phenomena peculiar to the
laboratory system in which the data have been generated. We focus
here on the identification of the major sources of uncertainty in
urban atmospheric chemistry.

Chemistry of Oxides of Nitrogen and Hydrocarbons. The chemi-
stry of the polluted atmosphere is exceedingly complex. Several
hundred chemical reactions are known to occur in a mixture of only
a single hydrocarbon, oxides of nitrogen, carbon monoxide, water
vapor, and air. The polluted atmosphere contains hundreds of dif-
ferent hydrocarbons, each with its own reactivity and reaction
products. The classes of major primary pollutants in the polluted
atmosphere are given in Table I. In this section we focus on the
chemistry of the oxides of nitrogen and hydrocarbons.

Table I. Classes of Major Primary Pollutants in the Polluted
Atmosphere

HYDROCARBONS
Alkenes (e.g. n-butane, isopentane, isooctane)
Cycloalkanes (e.g. cyclohexane, methylcyclopentane)
Olefins (alkenes)(e.g. ethylene, propylene, butene)
Cycloolefins (e.g. cyclohexene)
Alkynes (e.g. acetylene)
Aromatics (e.g. toluene, xylene)

ALDEHYDES, RCHO (e.g. formaldehyde, acetaldehyde)

KETONES, RCOR (e.g. acetone, methylethylketone)

NITRIC OXIDE, NO®

CARBON MONOXIDE, CO

SULFUR DIOXIDE, SOp

a"NO " is often used to indicate "oxides of nitrogen." In practice
NO, usually refers to the sum, NO+NOo, although it may include such
other forms as NO3 and N205. Nitrous oxide, Ny0, is relatively
inert in the lower atmosphere and is not included in NOx.
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Table IT presents a summary of the principal reactions that
occur when an atmosphere containing oxides of nitrogen is irradi-
ated with sunlight. Most of the rate constants in Table II are
well-established. The most important recent developments in NO,
chemistry are those involving the reactions of OH and HO, with NO
and NOo. New values have recently been determined for each of the
four rate constants in this set, and the mechanism of the HO,-NOo
reaction has been elucidated. Thus, although there are the cus-
tomary levels of experimental uncertainty associated with each of
the rate constants in Table II, the reactions in the NOx system
do not represent serious gaps in our understanding of atmospheric
chemistry.

A careful review of the net results of Reactions 1 through 24
in Table II reveals that these reactions alone cannot explain ‘the
rapid conversion of nitric oxide to nitrogen dioxide and ozone
formation observed in the real atmosphere. In fact, if these reac-
tions alone occurred, the original supply of nitrogen dioxide in
the atmosphere would be slightly depleted as irradiation with sun-
light occurred, and a small and near constant level of ozone would
be created in a few minutes. The key to the observed nitric oxide
to nitrogen dioxide conversion lies in a sequence of reactions be-
tween free radicals that have been generated and other reactive
molecules such as carbon monoxide, hydrocarbons, and aldehydes
present in the polluted atmosphere.

A rational sequence of reactions that converts NO to NO, in-
volves carbon monoxide. A reaction chain involving the hydroxyl
radical and carbon monoxide can in principle drive nitric oxide
to nitrogen dioxide in the atmosphere:

HO + CO~+>H + 002

H + 02 + M- H02 +M

HO2 + NO » NO2 + HO
Several molecules other than CO present in the polluted atmo-
sphere, such as aldehydes and hydrocarbons, may participate in the
sequence of reactions reforming hydroperoxyl radicals from hydroxyl
radicals. The reaction path involving formaldehyde is, for
example,

H + HCO

H2 + CO

HCHO + OH - HCO + H20

H+ 02 + M- HO2 + M

HCO + 02 > HO2 + CO

HCHO + hv => {
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Table ITI. Principal Inorganic Atmospheric Reactions Involving
Oxides of Nitrogen

Rate constant @2500 Refer-

Reaction ppm-min units ence
1. NO,#hv + NO+0(°P) variable® 1.2
2. O(*P)+0,4M + 041 2.0x107° P 3
3. 04HI0 + NO,+0, 25.2 ) 3
L. N02+o(31>) + NO+0,, 1.3L4x10 3
5. NO,+0(°P) + NOg 3.4x10° © 3
6. NO+0(°P) + No,, 3.6x10° © 3
T. NO,#0, > NO+0, 5x10-2h 3
8. NO+NO -+ 2NO, 1.3x10 3
9. NONO, + N0 5.6x10° © 3
10. N,0; + NO+NO, 22 Py 3
11. N,0.+H,0 + 2HONO, 5x10 o 3
12. NO+NO,*H,0 + 2HONO 2.2x10 'S
13. HONO+HONO + NO+NO+H,0 1.4x2073 4
1k, Og+hv > 02+0(1D) variable® 3
15. 0g+hv + 0,+0(°P) variable® 3
16. o('D)+M + 0(3P)+M 8.5x10" 3
17. 0('D)+H,0 + 20H 5.1x10° 3
18. HO,+NO, ~ HONO+0,, < 1.2 ; 5
19. HO,*NO, + HONO, 1.2x10 5
20. HO,NO, + HO,+NO, 5.1 ) 6
21. HO,+NO + NO,+OH l.2x10h 7
22. OH+NO + HONO 1.6x10" © 3
23. OH+NO,, - HONO, 1.6x10" © 8
24. HONO+hv - OH+NO variable® 9
25. CO+OH  CO+H 4.4x10° 10-12
8The photolysis rate constants can be calculated by (13)

k, =°foj(x)¢3(x)1(>\) ax

where

Footnotes continued on bottom of next page.
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Hydrocarbon oxidation plays a central role in the chemistry
of the lower atmosphere. Whereas primary reaction rate constants
for olefin, alkane, and aromatic reactions with OH, 03, and O are,
by and large, well-established, certain reaction mechanisms are
still uncertain, most notably for olefin-03, aromatic-OH, and
aromatic-0, reactions.

Extengive investigations of the liquid-phase reaction of
ozone with olefins have identified many of the reaction intermedi-
ates and have established the Criegee zwitterion mechanism as a
major reaction pathway. Until recently, the Criegee mechanism
has also been widely assumed to apply to the gas-phase ozone-olefin
reaction. Although several measurements of gas-phase products are
consistent with the Criegee mechanism (14), the mechanism fails to
explain the formation of free radical intermediates in low pres-
sure (v 2 torr) ozone-olefin reactions and of unusual ozonolysis
products both at low and high total pressures (;2). Recently,
evidence on the nature of certain excited intermediates in gas-
phase ozone-olefin reactions has appeared (16). Concurrently, on
the basis of thermochemical-kinetic calculations, O'Neal and
Blumstein (;1) proposed alternatives to the gas-phase Criegee me-
chanism, involving internal hydrogen abstractions of the initial
molozonide in addition to its decomposition to the Criegee frag-
ments. Their mechanism rationalizes most of the unusual products
observed in previous studies. The extent to which a certain ozone-
olefin reaction will proceed by the Criegee or 0'Neal-Blumstein
mechanism is still uncertain.

The mechanism of photooxidation of aromatic species in the
atmosphere is perhaps the area of greatest uncertainty in atmo-
spheric hydrocarbon chemistry. The principal reaction of aroma-
tics is with the hydroxyl radical. Absolute rate constants have
recently been determined at room temperature for the reaction of
OH radicals with benzene and toluene (18,19) and with a series of
aromatic hydrocarbons (19). Recently, absolute rate constants
for the reaction of OH radicals with a series of aromatic hydro-
carbons have been determined over the temperature range 296-LT3K
(gg). For aromatic-OH reactions, the initial step can be either
abstraction or addition to the aromatic ring. For toluene, for
example,

Footnotes from previous page

GJ(A) = absorption cross section of species J
¢J(A) = quantum yield of the photolysis of species J
I(\) = actinic irradiance of the light.

bUnits of rate constant are ppmfemin-l.

cPseudo second-order rate constant for 1 atm. of air.
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Abstraction occurs mainly from the substituent R-groups rather
from the ring. Addition is shown for the ortho position, although
addition may occur at any of the carbon atoms of the aromatic ring.
The energy-rich OH-adduct may decompose or be stabilized as shown
above. The amount of reaction at room temperature proceeding by
abstraction is of the order of 2-20% depending on the individual
hydrocarbon (gg). The OH-aromatic adduct presumably reacts with
other atmospheric species such as Oy, NO, or NOo. A possible
mechanism for the Op reaction of the toluene adduct, for example,
leads to formation of a cresol,

CH CH

3
OH 3 OH
H+02——> -I-HO2

The elucidation of aromatic-OH reaction mechanisms is a key problem
in atmospheric chemistry.

Free radical chemistry forms the basis for the conversion of
NO to NOo and the formation of ozone and organic products. The
classes of free radicals important in atmospheric chemistry are,
aside from OH and HOp, alkoxyl radicals (RO), peroxyalkyl radicals
(RO5), and peroxyacyl radicals (RC(0)Op)¥*. Table III summarizes
the reactions of these three radical classes, including OH and H02,
with NO and NOo. The set of reactions in Table IIT are instrumen-
tal in determining the rate of conversion of NO and NOp and the
formation of organic nitrites and nitrates. There exists consid-
erable uncertainty in the rate constants for reactions of RO and
ROo with NO and NO»2.

*Addition to 0o can be considered as the sole fate of alkyl (R)
and acyl (RCO§ radicals, leading to peroxyalkyl and peroxyacyl
radicals, respectively. The acylate radical (RC(0)0) rapidly
dissociates yielding an alkyl radical and COp. Hydroxy-peroxy-
alkyl radicals are formed in olefin-OH reactions. We do not
discuss the reactions of hydroxy-peroxyalkyl radicals here.
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Footnotes for Table III

aRate constants for RO-NO reactions have not been measured directly
but have been calculated from measured rates of the reverse reac-
tion and thermodynamic estimates. Batt et al. (21) obtained rate
constaﬁts fgi seziral RO-NO reactions that fall in the range 2.9-
5.8x10* ppm min ~. Mendenhall et al. (22) and Batt et al. (2L
determined Ehe rgie cogitant for t-butoxy+NO, obtaining 1.45x10
and 6.80x10" ppm — min —, respectively. We estimate the uncer-
tainty in a given RO-NO rate constant to be a factor of 2-L4.

Pryo reaction paths for RO-NO2 reactions exist. For methoxy+NOop,
the fraction of reactions proceeding by abstraction have been
estimated from 0.08 to 0.23 (23,2L4). Rate constants for RO-NOo
have been inferred from measured values of the ratio of the rate
constants of RO-NO to RO-NO, reactions. For methoxy radicals,
this ratio has been estimated from 1.2 to 2.7. (23,25) Thus,
the uncertainty in the RO-NO rate constant is compounded by the
uncertainty in the RO-NO to RO-NOp ratio. Uncertainties in RO-
NO, rate constants are probably at least a factor of four.

Cconversion of NO to NOo in the urban atmosphere occurs primarily
by reactions of the form R02+N0 “+ NOo+RO. Aside from the HOo-NO
reaction, rate constants have not been measured for ROo-NO reac-
tions. It has been postulated that longer chain RO» radicals
(n > k) derived from alkanes undergo addition to NO. (26)

dPeroxynitrates are formed in the ROp-NO, reaction. By analogy
to the HOo-NO, reaction, a small fraction of these reactions may
proceed by abstraction. The peroxynitrate may thermally decom-
pose. Rate constants for ROQ-NO2 reactions and ROpNOp, decompo-
sition are not available.

e
The values shown are from reference 27.
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Chemistry of Sulfur Dioxide. Sulfur oxides in the atmosphere
can most conveniently be considered as occurring in three forms:
sulfur dioxide (SOp), sulfuric acid (H5SO)L), and inorganic sul-
fates. Sulfur dioxide is the anhydrous form of the weak acid,
sulfurous acid (HpSO3). The salts of this acid are sulfites and
bisulfites. Sulfuric acid is the hydrated form of sulfur tri-
oxide (S0O3), which is derived from the oxidation of sulfur dioxide.
Sulfur trioxide is intensely hygroscopic, and is immediately con-
verted into sulfuric acid in the atmosphere. Inorganic sulfates
are presumably derived from either the reaction of sulfuric acid
with cations or the oxidation of sulfites. There is little infor-
mation available concerning the formation and occurrence of or-
ganic sulfates in the atmosphere.

The oxidation of SO, to sulfate is an important atmospheric
phenomenon. It is now recognized that both homogeneous (gas-phase)
and heterogeneous (particulate-phase) processes contribute to SO
oxidation in the atmosphere. Possible routes that have been iden-
tified are:

1. Homogeneous

Oxidation of SO, to HoSO) by free radicals present
in the polluted urban atmosphere (particularly
photochemical)

2. Heterogeneous

a. Liquid-phase oxidation of S0, by 02
b. Liquid-phase oxidation of SO, by O

c. Metal-ion catalyzed, liquid-phase gxidation of 802

d. Catalytic oxidation of SO on particle surfaces.

Sulfur dioxide oxidation rates measured in the laboratory or
inferred from atmospheric data display a remarkable variability.
The characteristic times of S0, oxidation vary from a few minutes
to several days. Sulfur dioxide in pure air is very slowly oxi-
dized in the presence of sunlight to sulfuric acid at a rate of
about 0.1%/hr. (28). Whereas there is presently inadequate in-
formation to characterize fully the chemical processes by which
805 is oxidized in polluted urban air, the conversion is much
more rapid than in pure air. This accelerated conversion is due
to the presence of other air contaminants. that generally facili-
tate the oxidation of S0,. As noted above, two processes appear
to be involved: homogeneous oxidation by components (e.g. free
radicals) present in photochemical smog and heterogeneous oxida-
tion predominantly by certain types of aerosols.

Homogeneous (photochemical) oxidation of S0o is felt to re-
sult from reaction of SO2 with a variety of free radicals present
in photochemical air pollution. Rates of oxidation of SO» in Los
Angeles have been estimated to range as high as 13%/hr., although
these rates cannot necessarily be attributed exclusively to photo-
chemical oxidation. )

Heterogeneous oxidation of SO» occurs in aerosols in which
805 has been absorbed. The oxidation may occur through the action
of dissolved oxygen or ozone or may take place catalytically in
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the presence of metallic compounds, such as manganese, iron, vana-
dium, aluminum, lead and copper. Prediction of the rate of SO0o
oxidation in a particle has proved to be quite difficult, as one
must account for diffusion of gaseous SO, to the particle, trans-
fer of S0, across the gas-particle interface, and diffusion and
reaction of SOo within the particle. Relative humidity is a sig-
nificant factor in the heterogeneous SO oxidation process since
the process takes place, in general, in water droplets. In addi-
tion, since an acidic pH generally decreases the rate of SO, oxi-
dation, the formation of sulfuric acid in an aerosol would tend
to be self-limiting unless the acidity is diluted by additional
water vapor. In this respect, alkalirie metal compounds, such as
iron oxide, and ammonia also enhance the oxidation rate by de-
creasing droplet acidity through their buffering capacity. Ex-
trapolated rates of oxidation by heterogeneous processes in urban
air range upwards of 20%/hr.

Meteorology has a substantial effect on the atmospheric oxi-
dation of SOo. Increased humidity accelerates the heterogeneous
oxidation of S0,, whereas cloud cover might be expected to lower
the rate of photochemical processes, and rain will wash out sul-
fur oxides from the atmosphere. Temperature affects reaction
rates and the solubility of gases.

Table IV summarizes a number of SO, oxidation rates measured
in the laboratory and the atmosphere. The rates vary from a low
of 0.1%/hr for photooxidation of SOp in clean air to over 2%/min
measured in water droplets. Studies reflecting both homogeneous
and heterogeneous processes are presented in Table IV. In the
next subsections we consider the elements of both homogeneous and
heterogeneous processes in an attempt to estimate the contribution
of each to the atmospheric oxidation of S05.

1. Homogeneous Oxidation of S0,.

There are a number of homogeneous (gas-phase) reactions
for the atmospheric oxidation of 802. A thorough review of these
reactions has been carried out by Calvert et al. (46). Table V
summarizes the rate constant values for the most important of
these reactions.

Sulfur dioxide is converted to SO3 by the reaction (reaction
numbering is separate from that in Table I)

S0, + o(3p) (+M) 3 505 (+M)

Calvert et al. (46) recommended the apparent second-ordep ra%e
cm

constept at_} atm. injeir a} 25°C;as k = (5.70.5)x10
molec — sec — (8.3x10" ppm ~ min ~). The source of oxygen atoms

for reaction 1 is largely from the photolysis of N02,

2
NO, + hv -+ NO + 0(®P)

2
The primary competition for the oxygen atoms is the reaction

3
o(3P)+02+M+o3+M
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Table V. Rate Constants and Estimated Contributions to
Atmospheric SO, Oxidation for Homogeneous
Chemical ReactiIons

Rate constant Estimated contribution
@25°C_im3 -1 to S0, oxidation rate,

Reaction molec — sec % hr—l

50,+0(*P) (+1) + (5.7£0.5)x10" 1 b.6x1073

SO3(+M) .

S0,+HO,, + OH+80, (8.7%1.3)x10" 10 0.75

S0,+CH.0,, + CH_0+SO b

27372 3773 (5.3%2.5)x10"%° 0.46
+ CH;0,80,, .
802+0H(+M) + H0302(+M) (1.1:0.3)x10‘2 1.0

SThe study of Payne et al. (L47) provides the only experimental
estimate of this reaction. Measurements of the rate of the SO,-
HOp, reaction were made relatlve o those of 2HO, ~* H298+02. ey

derived the estimate kso ~Ho, kHO -HO, (k.8£0°7x10-10 (cm3
1 e 1)1/2 %

molec - se Calvert et al. h6) discuss the available
values for kH ,» and based on this discussion recommended the
02o-HO.
lower limit for kSOQ-HOQ given in the table.
bIt is not possible to determine the extent to which each of the
reactions occur from the existing data. Thermodynamic arguments

favor the formation of CH30 and SO3 rather than CH302802

°The value shown was recommended by Calvert et al. (46) based on
an average of the results of the most extensive studies at high
pressure: Atkinson et al. (L48), Cox (L49), and Castleman and
Tang (50).
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Oxygen atoms can be considered to be in a steady state as a re-
sult of reactions 2 and 3 (reaction 1 has a negligible effect on
the concentration of oxygen atoms), [0] = k2[N02]/k [02][M].
The rate of reaction 1 is estimated frofi° kl[O] [s821, and
thus the characteristic time for SO, oxidation byssreaction 1 is

T = k§[02][M]/klk2[N02]. Assuming [N02] = 0.1 ppm, [02] =

2.1x10” ppm, [M] = 10" ppm, and k., = 0.k min-l, a valug typical of
Los Angeles noonday intensities, We obtain T, = 1.3x10 min. The
corresponding oxidation rate in % hr — is giVen in Table V.

The characteristic time for the reaction

y
SO2 + HO2 -+ OH + SO3
-1
is given by T) = {k)[HO,]} ~. Hydroperoxyl radical concentrations
in ambient air have not been measured. Simulations of smog photo-
chemistry (51) yield approximate HO, concentrations of 10™ ° ppm.
On Ehis bas&s, using the value of k) given in Table V, we estimate
Th = 0.8x10 min.
The characteristic time for the reaction
sa
+ > +
SO2 CH302 CH30 SO3
sb
+> CH302302
is given by t_ = {k_[CH 02]}7l The methylperoxyl radical is one of
the most abunéant o? the “organic free radicals in the polluted
atmosphere. Simulations of smog photochemistry (51) yield approxi-
mate CH_O. goncentrations of 105 ppm. Thus, we estimate

Tg s 1.§xfoﬁ min.

The characteristic time for the reaction

6
80, + OH (+M) HOSO,, (+M)
is given by T, = {k [OH]}Tl Hydroxyl radical concentration meas-
urements in ambient air were reported by Wang eg al. (;g). Peak
OH_concentrations in urban air were found to exceed 10’ molecules/
em> (v10-T ppm). Based on this value of [OH], we obtain Ty =
0.6x10" min. The fate of the HOSO, product has not been
established with certainty; it is usually assumed that is hydrates
in some manner to form sulfuric acid.

Table V summarizes the estimated contributions of the homo-
geneous reactions discussed in this section to the overall rate of
S0, oxidation in the atmosphere. The total estimated SO, oxida-
tion rate from these processes in a smoggy atmosphere is 2.2%/hr.,
a value comparable to those inferred from ambient measurements of
805 to sulfate conversion rates.

2.  Heterogeneous Oxidation of SOo

As noted above, the heterogeneous oxidation of SO2 may
take place by the following mechanisms:

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch005

176 CHEMICAL REACTION ENGINEERING REVIEWS—HOUSTON

a. Liquid-phase oxidation of 50, by 0o

b. Liquid-phase oxidation of SOp by 03

c. Metal-ion catalyzed, liquid-phase oxidation of SO2

d. Catalytic oxidation of SO, on particle surfaces.

In spite of the fact that the liquid-phase (uncatalyzed) oxi-
dation of SO by 0, has been studied for many years, there does
not exist a clear understanding of the primary reaction mechanism.
The rate of sulfate formation is usually expressed as first-order
in the concentration of sulfite ion,

d[so;]
at

A recent value of k_ determined from an extensive set of experi-
s
ments is (53)

= ks[sog]

_ +.1/2 +.-1
ks = kl + k2[H ] + k3p02[H ]
where, at 22§ZK, kl = L.8x1073 secll, k, = 4.9 sect (mole/%)-l/e,
k, = 3.9x10 sec™l (mole/%) atm —, an Po, is the partial pres-
sture of Op in the gas phase.

Sulfur dioxide is oxidized in aqueous solution by ozone. A
recently determined rate expression for sulfate formation in

aqueous solution by this route is (53)

d[soi] .
—at - kKo Po_[HSO51IH ]

vhere, at 298%K k, = 4. ux10% (mole/l)-o'g sec-l,
and Py is the partial pressure of ozone in the

Lgrson et al. (53) conclude that, owing to the relatively
small amount of liquid water involved, neither the Op nor the O3
oxidation is fast enough to produce significant quantities of
sulfate in the liquid phase at humidities less than saturation.
These reactions could only occur at a significant rate under sat-
urated conditions, i.e. in fogs or clouds where the liquid water
content may exceed 0.1 g/m®. TFor cloud conditions of [03] =
0.05 ppm, [Ho0] = 0.6 g/m®, [S05] = [NH3] = 0.0l ppm, the rate for
80, oxidation by O3 is in the range of -4%/nr.

The metal-ion catalyzed, liquid-phase oxidation of SOp has
received considerable attention as a mechanism for SOp conversion
in plumes and contaminated droplets. In general, the mechanisms
proposed are lengthy, and the derived rate expressions are largely
empirical. Table VI summarizes a variety of studies on this proc-
ess. Observed rates vary substantially depending on the particu-
lar catalyst, relative humidity, and other conditions.

Novakov et al. (54) have suggested that the surface of soot
particles serves as a catalyst for the oxidation of SO2. Such a
process might be of importance in a plume containing significant

-0.1

= 0.0123 atm,

KHO3 gas phase.
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quantities of carbonaceous particles or in an atmosphere where
motor vehicle soot aerosol is present. Very little is presently
known about the rates or mechanisms of this process.

Aerosol Chemistry. The general relationship between gaseous
and particulate pollutants in the urban atmosphere is depicted in
Figure 1. Aerosols may be emitted directly from sources or be
formed in the atmosphere as the result of condensation of second-
ary vapors formed in gas-phase reactions.

The essential elements of urban aerosol chemistry are shown
in Figure 2, in which we have represented the chemistry in terms
of the conversion of S0p, NOy and hydrocarbons to particulate
sulfate, nitrate, and organics, respectively. Table VII summar-
izes the key unknown aspects of the processes depicted in Fig-
ure 2. There are many features of atmospheric aerosol chemistry
that must be elucidated before we understand fully the formation
and growth of atmospheric particles.

Dynamics of Urban Aerosols

Table VIII summarizes the physical processes that affect the
evolution of aerosol in a unit volume of atmosphere. To develop
the general dynamic.equation governing aerosol behavior let us
assume that the aerosol is composed of liquid droplets of M chemi-
cal species. We let cj denote the concentration of species i in
a droplet, i = 1,2,..., M, and D, denote the diameter of the par-
ticle. We then define n(D,, Clseees cM,g,t) as the size-composi-
tion distribution function, such that n dDp dcj... dey is the
number of particles per unit volume of atmosphere at location r
at time t of diaTeter Dp to + dDp and of composition cj to
ci+dcj (moles 17*) of spegies i, i = 1,2,..., M.* The total par-
ticle number density (cm ~) at location r at time t is

'00 00
N(g,t) = J ces J n(Dp,cl,..., cM,g,t) de dc1 cee ch. (1)
0 0

The distribution of particles by particle diameter (umfl cmf3) is
defined by no(Dp,r,t) and given by

nO(DP’.I.:’t) = ro’o rn(Dp,Cl,..., CM,E,t) dcl cee dCM. (2)
0 (0]

The general equation governing the size composition distribu-
tion function was derived by Chu and Seinfeld (67). The equation

*¥*Throughout we give representative units for various quantities.
Numerical conversion factors associated with these units are not
explicitly indicated in the equations.
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Figure 1. Relationships among primary and secondary gaseous and particulate
air pollutants
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Figure 2. Elements of urban aerosol chemistry
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includes the effects of coagulation, heteromolecular nucleation,

heterogeneous condensation, and aerosol phase chemical reactions,
in addition to advection and turbulent diffusion. The full gen-

eral dynamic equation governing the mean size-composition distri-
bution function ﬁ(Dp,cl,..., cM,r,t) is

3
gi‘*Xa @) + 5 (B )*2 - Y ey

-[[3 «3\/3 ~ ~
e Dp - DP 5 ) = Cys eees O cM’E’t)

D2 .

~ ~
z;g—:P§§;§7§ de dcl N ch
P P

- Im... Im B(DP,DP)B(Dp,cl,..., °M’f’t)
0

0

>t)

. n(Dp,El, A

. n(Dp,cl, cees cM’f’t) dcl eee chdﬁP

+ SO(Dp,cl, cees cM,t) + Sl(Dp,cl, cees cM,E,t) , (3)

where FD = 4ap /dt F = de /dt u, is the size-dependent sedimen-

tation vglocity, S is the rate of formation of particles by het-
eromolecular nucleation, and S; is the rate of introduction of
particles from sources.

In the last several years a great deal has been learned about
air pollution aerosols (68-71). Although our knowledge is still
far from complete, there is general agreement on the nature of
urban aerosol size distributions and their interpretation (70).

It has been established that the principal growth mechanism for
urban atmospheric aerosols in the 0.1-1.0 ym diameter size range
(the so-called Accumulation Mode) is gas-to-particle conversion
(68,71). The major secondary components in atmospheric aerosols
have been identified as sulfates, nitrates and particulate organic
species (68,71,72,73). The qualitative picture of polluted
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tropospheric aerosols that has evolved is that primary aerosol
provides the surface upon which secondary species condense, so
that eventually the volume of secondary aerosol substantially ex-
ceeds that of the original primary aerosol.

Assessment of the effect of gaseous and particulate primary
emission controls on atmospheric particulate concentrations and
properties necessitates the development of a mathematical model
capable of relating primary emissions of gaseous and particulate
pollutants to the size and chemical composition distribution of
atmospheric aerosols.

We have developed the following aspects of a general aerosol
model: coagulation and heterogeneous condensation flux expres-
sions, a numerical method for solution of the general dynamic equa-
tion, S0, homogeneous chemistry, and NO, homogeneous and hetero-
geneous chemistry. Also, we have obtained solutions to special
cases of equation (3) in order to elucidate the features of size
distribution dynamics with simultaneous coagulation and conden-
sation. For the urban-scale aerosol model we developed a linear
gas-particle material balance model capable of predicting steady-
state levels of gaseous precursors and secondary aerosol consti-
tuents (TL4). We then studied the gas-to-particle conversion proc-
ess through the dynamics of the size distribution of photochemical
aerosols (75).

The area of greatest uncertainty concerns the chemical nature
of the aerosol and the influence of homogeneous and heterogeneous
chemistry on the size and composition distribution of the aerosol.
Thus, it is now necessary to synthesize our knowledge of both the
homogeneous and heterogeneous chemistry of SOp, NOy, and organic
species to describe the size and composition dynamics of the aero-
sol. The basic mathematical aspects of this task have been com-
pleted; the key issue now is the aerosol chemistry. Future work
will concern the elucidation and synthesis of current knowledge
on aerosol chemistry with the object of developing a mathematical
model for the general urban aerosol.
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The Design of Gas-Solids Fluid Bed and Related

Reactors

W. P. M. VAN SWAAIJ
Twente University of Technology, Enschede, Netherlands

In fluidization it is attempted to overcome the
problems in handling granulair solids or powder and to
improve its heat transport properties. This is done by
passing a fluid through a dense swarm of particles,
thus reducing internal friction and cohesion between
the particles. The particles then become in a dynamic
state of equilibrium, on the average their weight is
just balanced by the drag force exerted by the fluid on
the particles.

The gas solids suspension, which may contain lar-
ger empty spaces called bubbles, can to a certain ex-
tent be considered and handled like a liquid which is
of great advantage in process operations.

Due to the extensive mixing caused by the fast
flowing bubbles, heat transfer and heat transport rates
are very high (see eg. (1)).

Fluidized beds have been studied during the last
35 years with an effort that is almost unique for a
single type of process operation. Many thousands of
articles, patents, several textbooks (1-6) and many
review articles on special subjects appeared, while a
considerable number of symposia have been devoted to
this subject. This reflects also a wide spread use of
fluid beds in physical operations and as a chemical
reactor in chemical, petroleum, environmental, metal-
lurgical and energy industries. 0ld applications like
gasification of coal (Winkler generator, 1926) and
combustion of coal are reviving.

Furthermore, fluidization is a fascinating subject,
an"El Dorado" for model builders and a rich source of
Ph-D. programs. It is impossible to give a short review
of the problem "fluidized bed reactors", as this would
fill a complete series of textbooks. We shall only con-
sider relatively recent developments in a few areas
from the point of view of design/process development:

0-8412-0432-2/78/47-072-193$07.50/0
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modelling bubbling bed reactors, co-current and counter
current reactors.

Fig. 1 shows the different types of gas-solid fluid bed
and related reactors. The bubbling bed reactors (a) are
the oldest type and most fluid bed studies refer to this
regime. In modern fluid bed cat cracking regenerators
gas velocities are so high that individual bubbles be-
come vague and so much of the solids is entrained to
the cyclones (not shown) that also the bed level is not
clearly defined anymore (b). (This regime is presently
called turbulent beds). Especially with the introduc-
tion of zeolite catalyst it became advantageous to
carry out cat cracking in a riser reactor where cata-
lyst is transported with the gas phase at a high velo-
city thus realising short contact times and less back-
mixing.

At gasvelocities between (b) and (c) there is a
transport regime with a higher solidsconcentration
called "fast" bed. Counter current contactors are used
as strippers (e.g. in cat crackers) or as chemical
reactors if counter current is required (e.g. for heat
exchange, high solid phase conversion, adsorption, etc).

Bubbling Bed Reactors, Particle Selection

One of the first problems in design/process de-
velopment of a fluid bed reactor is the prediction of
the type of fluidization that will be obtained in the
large scale reactor unit. Many process variables such
as temperature, pressure, etc. will be chosen on other
arguments, but in the selection of the particle size
and the fluidization velocity, considerations on the
state of fluidization often play a major role. Some
rules of the tumb were already available (7), but
during the past few years a more systematic approach
to this problem has been discussed in open literature.

Geldart et al. (8,9) represented the different
types of fluidization as a function of 4_ and p_-p
(Fig. 2). Many more characteristics on tRe aiffBreflt
fluidization states than indicated in Fig. 2 are given
in their papers. The difference in fluidization between
A and B powders is easily demonstrated in a bed expan-
sion graph (see Fig. 3).

The characteristics of B powders are relatively
simple. Directly beyond the point of minimum fluidi-
zation bubbles are formed and the average dense phase
porosity doesn't change. In large scale units bubbles
grow rapidly to large sizes by coalescense, dense phase
mixing is moderate and the apparent "viscosity" is high.
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Figure 1. Fluid bed and related reactors. (a) Bubbling bed (with or
without internals); (b) turbulent bed; (c) pneumatic transport (riser and
fast bed); (d) countercurrent bagle column; (e) plate column (sieve
trays, bubble caps, etc.); (f) packed column (bubble flow or trickle flow).
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Figure 2. Powder classification according to Geldart (8, 9)
(ambient conditions)
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A-powders behave quite differently. There is a
homogeneous (bubble free) expansion at low gas veloci-
ties and if bubble formation starts the total bed ex-
pansion first decreases to a minimum value and then in-
creases again. In large units bubbles grow in size but
may reach a state of dynamic equilibrium between coa-
lescence and splitting and therefore a maximum size
(10,11). Even at low gas velocities strong convection
currents and intense backmixing exist in the dense
phase. The dense phase expansion of A-powders is not
only of academic interest, but is essential to obtain
smooth fluidization on a large scale (at large bed
heights). This can be illustrated with the experiments
of de Groot (7) (see Fig. 4). The rapid decrease in
bed expansion with bed diameter for B-powders reflects
the formation of large bubbles which causes intense
shacking of the apparatus and formation of dead zones
(7). It is surprising that not much more attention has
been paid to these facts.

The essence of the A-type expansion phenomena has
been described by Rietema (12), Morooka et al. (13) and
van Swaaij and Zuiderweg (14), de Jong and Nomden (15)
and Bayens and Geldart (9), but the importance for large
scale fluidization has not been generally recognized
and is not mentioned in the recent handbooks.

From the point of view of design, the dense phase
expansion under full fluidization conditions is most
important. This expansion can be measured by the bed
colapse technique (Rietema (12) , de Vries et al.(16))
in which dense phase expansion can be separated from
expansion due to bubbles and the permeability of the
dense phase be estimated. The high bed expansion at
Upp can be easily broken up by stirring with a rod and
then the dense phase expansion under full fluidization
conditions is roughly obtained; the original expansion
is restored, however, if the bed is left undisturbed
again. The author observed in two dimensional homo-
geneous bed experiments a tendency for injected single
large bubbles to decrease in size if the bed expansion
was below the dense phase expansion under full fluidi-
zation conditions and to increase in size if the bed
expansion was higher. This indicates that a kind of
dynamic equilibrium between bubble gas and dense phase
exists under full fluidization conditions, which is
of course very important for mass transfer (to be dis-
cussed later). Little information about this equi-
librium dense phase expansion is available in the open
literature. Rowe (17) gives some data on dense phase
through flow which seems to be very high. The measuring
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Figure 3. Bed expansion graph for A- and B-type fluidization
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Figure 4. Bed expansion and mixing coefficient of A
and B powders. Data from de Groot (7) (ambient con-
ditions, air-silica).
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technique has not yet been indicated. As the range of
homogeneous fluidization is important for the type of
fluidization, the empirical relations and theories
about this regime will be shortly discussed. De Jong
and Nomden (15) and Bayers and Geldart (9) gave emperi-
cal relations for Upp and Ups as a function of the
particle diameter. Tge range of homogeneous fluidiza-
tion is then given by Umf < U, < Upp (see Fig. 5).

The whole phenomenon of homogéneous expansion is diffi-
cult to understand. A complete theory should describe
this phenomenon (and therefore the state of fluidi-
zation, A and B fluidization, etc.) as a fluidization
property and not as a particle property as done by
Geldart.

Some authors (18, 19, 20) come to the conclusion
in their theories that homogeneous expansion should
always be unstable. Others (21, 22, 23) derive differ-
ent functions for the maximum porosity €pp above which
no stable homogeneous operation is possibfe.

Gap = f{eb}_} | (1)
2. 3
p “d “g
Ga = _LE_
p n2

Oltrogge (23) and Verloop (22) introduce in their de-
rivations of equation (1) a stabilizing elastic be-
haviour of the bed which is ascribed to the hydro-
dynamics of the flow of a fluid through particle layers.
However, this explanation cannot be valid for the low
Reynolds numbers encountered in homogeneous gas-solids

"fluidization as was recently shown by Mutsers and

Rietema (21). Rietema (22) showed the essential role of
interpartical contact in fluidization. This contact can
be demonstrated e.g. by electrical conductivity measure-
ments. Due to this contact, particles exert cohesion
forces on each other. For particles with 4, < 100 um
the cohesion number P

Cco = Schesion force between particles in contact
gravity force on particle

becomes much larger than one (22).

The elasticity Eo of the particle structure with-
in the dense phase, a consequence of the particle
forces, was considered in the stability criterium for
homogeneous fluidization of Mutsers and Rietema:
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p_~d 150 (1-¢, )

N = —LL < bp (2)
F 2g e, 2(3-2¢, )
N Ze bp bp

€ should be smaller than S

In combination with the minimum fluidization criterium
equation (2) can be used to predict the range of homo-
geneous fluidization at different conditions. A problem
however, is to find the value of Eg on the forehand and
generally measurements will be required. Eo was found
to depend on particle size and size distribution, gas
properties and degree of expansion, etc. (24). An indi-
cation of the correctness of the theory of Rietema is
given by the tilted bed experiment (see Fig. 6). The
bubble point is reached at the same velocity where no
tilting without yielding of the powder structure is
possible anymore. In experiments with a centrifugal
field applied to a fluid bed, it was shown by Mutsers
and Rietema (26) that epp was a function of g 2/n2 as
indicated by equation (2? and not of g/n2 as would be
indicated by equation (1). Agbin et al. (27) showed
that application of magnetic forces can extend the
range of homogeneous fluidization. So it can be con-
cluded that although inter particle forces are weak,
they play an important role in the bubble formation
(see also Donsi and Massimilla (28)).

The theory of Rietema must still be extended to
indicate the boundary between A and C fluidization,
describe stability of bubbles formed, etc. It will be
clear that B type fluidization, which shows no dense
phase expansion, cannot be compared with A type fluidi-
zation. This has led to considerable misunderstanding
because in the early university investigations B type
fluidization was often studied while process developers
tried to avoid this regime because of problems with
%arge scale fluid beds, specially at large bed heights

29).

Reactor Models of the Bubbling Fluid Bed

Much work has been done on modelling bubbling fluid
bed reactors and many reviews are available. Recently
Horio and Wen (30) gave an excellent review of the
different models. At least 17 models have been dis-
cussed and devided into three catagories (see Table 1).
They distinguished 6 parameters about which different
assumptions were made (in fact there are more):
method of dividing the phase (3 different assumptions);
method of flow assignment (5); cloud volume (3); gas
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Figure 5. Minimum bubbling velocity and minimum
fluidization velocity of cat-cracking catalyst at ambi-
ent conditions

Figure 6. Maximum angle in tilted

bed experiments of Mutsers and Rie-

tema 124) with homogeneously ex-
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conditions
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exchange coefficients (4); bubble diameter (4); effect
of jets (2).

Table 1. Fluid bed reactor models

Level I g:gameters constant along the

(31, 32, 33, Parameters not related to bubble}

34, 35, 36) size, but have to be measured
separately

Adjustable bubble size relates

Level II parameters, which are assumed
(37, 1, 38) constant along the bed

Level III Parameters related to bubble
(39, 40, 41, 42, size, which is varied according

43, 43, 38, 4

to empirial relations

It is clear that by permutation many more models
can be constructed. In fact the situation is still
worse. Fig. 7 presents a possible model. The parameters
to be filled in have not been invented by the author,
but most of them are under discussion in literature and
different proposals, backed by experimental evidence,
are given for them. Even this model is of course not
complete; radial distribution of parameters, adsorption,
scaling up factors for parameters, etc, have not been
specified.

To test different models for their suitability,
one has to formulate the objectives that are aimed for
in the application of the model because there does not
exist an "ideal" fluid bed model. Most models have been
tested in rather small scale units on their overall
conversion prediction, sometimes inserting emperical
relations for parameters measured under similar condi-
tions. Chavarie and Grace (46) & Fryer and Potter (47)
also tested profiles. In this work we shall consider
the usefulness of different models in process develop-
ment / scaling-up activities. A model is considered to
be useful if it can reduce the numbers and the complex-
ity of the experiments necessary for a safe scaling-up
or design procedure, and if it adequately describes the
operation performance of the full scale reactor.

To place different models into perspective let us
assume a simple case of a first order heterogenously
catalysed chemical reaction to be carried out in a bub-
bling bed. We will consider a slow reaction rate (0.1 -
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0.5 s-l) because for higher rates other types of reac-
tor may be more appropriate and we will aim for a high
relative conversion (90-95%). The last assumption is
important because it will amplify the differences in
the models and it refers to practically important situ-
ations. (Regenerators for catalytic cracking units,
oxidation of HCl, oxichlorination and many other or-
ganic reactions). We shall assume a bubbling bed regime
of A-type fluidization with a superficial velocity of
0.1 - 0.2 m/s, and a large diameter full scale bed
(D, ® 3-4 m). We will not consider internals or multi-
gular beds. For the last category different models
should be applied (see e.g. Raghuraman and Potter (48)).

Now generally the problem is to find the conver-
sion from c/co = £ (distributor, H, Dp, mass flow, type
of gas, solids properties, P, T, disengaging zone de-
sign, etc.), but here we shall only treat the problem:
conversion = f(H,Dp). The other variables are taken
constant (nearly atmospheric pressure,moderate tempera-
ture, etc.).

First we shall consider the possibilities of the
level I models. As an example we shall take the model
of van Deemter (Fig. 8). It can easily be demonstrated
(16, 49) that in most cases the mass transfer is the
1imiting factor for conversion. Therefore the conver-
sion equation simplifies to:

°—=ex-N°‘—Nr- (3) for large N (3)
< P RS or for large N
o o r
c_ - - = oH = kH
oo - exp - N, (4) Na = U, Nr U, (4)

The simplest (but expensive) way of obtaining the re-
levant parameter N is to measure the conversion of a
first order reaction at different scales and conditions.
This has been carried out on larger scale fluid beds by
Botton (50) , van Swaaij and Zuiderweg (49) and de Vries
et al. (16) (including Dr = 3m). It should be realised
that by this technique the product

o =kiS (5) kp
[

is measured. This is a common practice in gas/liquid
contactors where kpS is measured with a slow reaction
or with transient absorption experiments. It should be
proven, however, that it is also possible to separate
mass transfer to dense phase and reaction in the dense

mass transfer coefficient
interfacial area
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Figure 7. “Complex” fluid bed model

Parameters: (1) fets on distributor or initial bubble
size; (2) division of flow through bubble and dense
phase (maizitude and direction); (3) axial profile
of 2; (4) bubble size profile (and distribution in
bubble velocity); (6) axial profile of 5; (7) volume of
cloud (relation to size and rising velocity); (8) solids
within the bubbles; (9) volume of wake; (10) mass
transfer rates (bc-ce-cw-we-ce) (relation to size
and rising velocities); (11) intensity of gas mixing
within dense phase (circulation patterns or d

sion); (12) expansion of dense phase; (13) influence

of disengaging zone.

Figure 8. Simplified two-phase fluid
bed model (van Deemter)
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phase for fluid beds in the same way. Van Swaaij and
Zuiderweg (49) carried out these tests for both silica

and sand (Fig. 9).

The observed o should be independent

of the reaction rate applied. It follows from Fig. 9
that this is true for low values of the reaction rate

constant. At higher reaction
mass transfer, H,, decreases
haviour was also observed by
and Knudsen (52) and Myauchi

explanations are:

1) mass transfer enhanced by
concept)

rates the resistance for
(o increases). Such a be-
Furisaki (51), Gilliland
and Morooka (53).

Possible

reaction (see gas/liquid

2) axial mass transfer profile (see bubbling assemblage
model (43) and van Swaaij and “Zuiderweg (49))

3) reaction takes place within bubble phase
wake, etc. see Kunii and Levenspiel (1)

4) reaction in disengaging zone where contacting is

better.

The last explanation has been given by Myauchi and
Their model calculation is also shown in
Fig. 9. Other ways to measure Ny, by non-reacting tracer

Furusaki (54).

tests are summerized in Table II.

Table II Different methods for the determination of
the number of transfer units.
Method Measurements required| Parameters Ref.
conversion
kinetics Np of Ny (49, 50)
Conver- solids-mixing (or
sion dense phase mixing)| N , N, ¢ (16)
(bed and dense
phase expansion)
axial backmixing
- profiles N, N, N (50, 35)
ﬁii?n solids mixing | B E o
g bed and dense phase
expansion
. RTD curves
g::;dence bed and dense phase| Ny or N, (7, 49,
Distri- expansion N 16, 50)
bution solids mixing or o
dense phase mixing | 0, ¢
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They were proven to give the same results as the con-
version tests (49, 50, 16). Results from these con-
version and tracer tests have been condensed into a de-
sign method (14). For large diameter beds and A-type
fluidization it was found that:

H, = (1.8 - 208 (3.5 - £=3) (6)
D, ° H®
T

(Dp, H, and H in meters; see Fig. 10).

Hy, is also influenced by gas velocity (slightly) parti-
cle size distribution (e.g. fines (particles with

dp < 44p) percentage), temperature and pressure. Re-
commended values have been given elsewhere (14), but
more data are needed. Models of level I are flexible
and can cope with the complex phenomena occuring in the
fluid bed. The parameters should be measured separately
which is costly and time consuming but reliable (This
was called "Cautious empirsm" by Davidson (55)).

We shall now consider the 20531bilit1es of the
level II models and take the Kunii and Levenspiel model
(1) as an example. The main features of the model are
given in Fig. 11. All parameters are related to the
effective bubble size which is here the fitting para-
meter. Although the concepts are not completely com-
patible, it is possible to separate here K and § in
the product K S of the level I models especially for
type A fluldizatlon where clouds are extremely thin.
Applying this model outside the region where it has
been tested (mainly small scale units) will give the
following problems:

- Ugf # Upf (see Fig. 3). This affects the mass trans-
fer relations

- Bubble rising velocity, at least for A-type fluidi-
zation differs from the equation:

Vp = Uy = Upe + 0.711 /gd 'b' (7)

This affects both the mass transfer coefficient and S.
Real bubbles in swarms in A-type fluidization may move
much faster (Drinkenburg, (56), Oltrogge (23), Morooka
et al. (13)). Bubblerising velocity for a given bubble
size seems to depend somewhat on the distance from the
distribution plate (Calderbank (57)) and strongly on
the bed dimension (l1) (see Fig. T12). This originates
from the strong interaction between solids flow (or
mixing) and bubble flow patterns.
- Bubble diameter cannot be easily predicted. Fig. 13
gives results based on different predictions (reviews
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Figure 9. Observed height of a transfer unit
as a function of the reaction rate constant
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Figure 10. Comparison of experimental values of Ha ;or large scale units
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Figure 12. Average bubble velocity as a
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and recent work, see Mori and Wen (58), Rowe (59) and
Danton et al. (60)). Some authors have shown evidence
for maximum stable bubble size (Botton (50), Matsen(61l)
Werther (10)) for A-type fluidization.
Based on a statistical coalescence model and with the
concept of the maximum bubble size Werther (11) found:

4 3 T =0 1.21
b _ o “mf h_
= = 0.83 ./1+o.272(—c;n7-s—) {1+°-°684 cm} ®)
for h < h*

h* is the distance from the distributor where the bub-
ble size reaches its maximum. If h > h*, h* should re-
place h. Typical values are h* = 0.7 - 2m (11), which
means that most small scale experimental units are in
the coalescense regime or at slugflow while the large
scale units may easily reach a stable bubble size. The
mass transfer performance is very sensitive to bubble
size,
- The mass transfer coefficient K is based on a single
bubble., Apart from the problem of the many different
available models for the latter process, it has been
found (Chiba et al.(62), Drinkenburg (56, 63), Kato and
Wen (43)) that bubbles in swarms have much higher ex-
change coefficients (up to four times) than single ones,
possibly due to interaction between bubbles, splitting,
coalescense, gas leaking to dense phase. The physical
picture suggested by the model may not be relevant and
therefore misleading. No influence of the molecular
diffusion coefficient on the mass transfer (under full
fluidizing conditions) could be found (Drinkenburg
(56, 63), Fontaine et al. (64) (except close to Upf),
De Vries et al. (16)) in contrast with theory. Because
in many investigations it was found that the mass trans-
fer coefficient decreases with increasing bubble size,
the following empirical relations have been suggested
(43),(65), (66) .

(Kbe)b = %l bubble swarms (9)
b
_ 3 ‘
(Kbe)b = 3; single bubbles (10)

However, Hoebink and Rietema (67) found a reverse trend
(for bubbles with d;, > 5cm) which they ascribed to zig-
zag movements. The ?arge spread in bubble sizes within
a swarm can make the overal average behaviour different
from that of a uniform swarm (see Schllinder (68)).
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The conclusion is that with level II models, in-
stead of the product kmS, an effective bubble size will
have to be determined. In small -scale units this bubble
size was often close to observed average bubble sizes
(Kunii and Levenspiel (l)). However, sometimes the
model led to inconsistent results (49) and the assump-
tions made are too far from reality (Ugf, €qfs Vs
mechanisms of mass transfer) to make extrapolation to
other conditions possible. No essential reduction in
experimental effort needed for scaling-up can be ob-
tained with these models.

Possibilities of the Level III Models. For these
models we will take the model of Kato and Wen (43)
(Fig. 14) as an example and a recent one of Werther
(11) . The bubble size is varied with distance from the
bottom according to an empirical relation. In the case
of Kato and Wen the mass transfer is related to bubble
size via equation (9) and the rising velocity to bubble
size. A property of a model such as that of Kato and
Wen is that due to the emperical bubble size profile
the model predicts relatively higher conversion if
higher reaction rates are applied (see Fig. 9). However,
other explanations also have been suggested for this
phenomenon. The model does not take the observed dif-
ferent rising velocities for bubbles at different scales
into account and seems to be more suitable for Type-B
fluidization (where bubbles rapidly grow to large
sizes) and higher reaction rates. Werther (l11) calcu-
lated, from the local bubble size and rising velocity
at different scales, average values for kmS in which
an emperical value for km was used, as a first approxi-
mation assumed to be independent of S. He found very
good agreement with conversion and mass transfer re-
sults of Avedesian and Davidson (69), van Swaaij and
Zuiderweg (49), de Groot (7) and de Vries et al. (16)
(see Fig. 15). From these results the following maxi-
mum stable bubble sizes can be deduced (Table III).
Table III: Maximum Stable Bubble Sizes.

% fines estimated dp Hy, cm 4, max, cm
(dp<44um)
7 74 386 38
12 66 326 25
17 61 297 20
20 57 250 18
30 __48 169 12
Dp = 3m H ~ 10m Uo = 15 cm/s
porous silica catalyst.
Data calculated from de Vries et al.(16) using theory
of (11).
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Figure 14. Level III model (Kato and Wen (43))
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These maximum stable bubble sizes can be compared with
the theory of Davidson and Harrison (2) on stable bub-
ble sizes. This theory, however, predicts bubble sizes
of less than 1 cm for the conditions of Table III.
Furthermore, like the mixing coefficient E, the maxi-
mum bubble sizes may be a function of Dp. No data are
available to test this influence.

According to the bubble size measurements of
Werther if h < h* bubble sizes are only little influ-
enced by particle properties while for larger units and
higher bed heights the different values of dpmax with
different particle sizes (and size distributions) makes
the performance of the fluid bed reactor strongly de-
pendent on particle properties. These facts were indeed
observed in conversion experiments (49, 16) and this
can now be related to bubble growth. The model of
Werther can be brought into the form of the Kato and
Wen model for conversion prediction at higher reaction
rates. However, for these conditions probably other
types of reactors (to be discussed later) are better
suited than dense beds. It should be realised that
profiles of kmS can also be introduced in simple two
phase models (see 49).

In the development of bubble fluid bed models,

first theoretical relations for bubble properties based
on single bubbles were introduced which led to elegant
models with only the effective bubble diameter as fit-
ting parameter (level II models). The assumptions were
too far from reality, however, and more and more empir-
ical relations have been introduced in later models.
To a certain extent level III models can be considered
as modified level I models with empirical relations for
dp = £(h), Vp, = £(h) and km = £(d,) together leading to
0loc = f(h). These empirical relations are still rather
incomplete and uncertain, however (maximum bubble size,
mass transfer coefficient, etc.).

This means that in scaling-up activities of flui-
dized beds, level I or modified level I models in com-
bination with experiments for each system are still re-
quired, especially if high temperatures and pressures
are applied. Little data are available for these con-
ditions. Also influence of adsorption needs more study.

Co-Current "Fluid Bed" Reactors

In Fig. 16 different regimes are indicated that
may be obtained by increasing the gasvelocity of a
fluid bed of fine particles (70). There is much con-
fusion about these regimes because they depend on par-
ticle size and reactor diameter applied. This has been
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Figure 16. Fluidization and pneumatic conveying of small particles (e.g.
FCC catalyst) (See also Yerushalmi) (70)
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indicated in Table IV.
Table IV. Different regimes in co-current Fluidization

—> increasing U,

dp< 100u 1-\1 A2 A3 A4
large bed|| dense turbulent| fast riser
Dp diameter fl.bed | bed bed
and dp<100u Bl B2 B3 B4 B5
dp small bed]|| dense slugging | turb. fast riser
diameter f1l.bed | bed bed bed
dp>150u c, C2 C3 C4 C5
relative- || dense slugging |choking| fast riser
ly small fl.bed | bed bed bed
bed diam.

Table V. Transitions in Co-Current Regimes (Tentative)

Transition Criteria

C1’ C2, A/B, BI/BZ Tlu?ging criteria (see e.d.
71

A./A., B./B U =~ 0.5 m/s (ambient con-

1772 273 dgtions)

A2/A3, B3/B4 U ~ 2 m/s (ambient condi-
tions)

A3/A,, B,/Bg arbitrary say U, = 10 m/s
(ambient conditions)

C3/C, U_/ /gbp < 0.35 (73), see
also (72), (74).

Quantitative information about the different regimes is
far from complete, Table V is only a first attempt and
much more work has to be done in this area.

The transition to turbulent beds with cat cracking
particles can be observed between 0.4 and 0.8 m/s at
ambient conditions and modern regenerators of cat
cracking units operate close to or within the turbulent
regime.
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In slugging beds the transition to turbulent beds
can be easily identified but in larger beds a more
gradual change may occur. Little is known about mass
transfer in this area. Analysis of regenerators (14)
showed that the height of a mass transfer unit for this
regime is not much different from beds at lower veloci-
ties. The high load to the cyclones increases the heat
capacity of the disengaging zone thus preventing strong
increases in temperature due to "afterburning" of CO by
unconverted oxygen. Therefore this high velocity regime
may be interesting from an operational point of view
and not necessarily because of higher mass transfer
rate. At still higher velocities the bed density be-
comes much dependent on the solids rate and in fact the
"fast bed" regime (see Yerushalmi (70)) is the lower
gas velocity part of the pneumatic transport (riser)
regime. Data on this regime have been given by Yousfi
Tt al. (72), (75), Yerushalmi (70), van Swaaij et al.

76) .

T The following advantages are claimed: good contact
between gas and solids (no pertinent data are available
however), in comparison with risers high solids concen-
tration (up to 25%) and low gas velocity 1-15 m/s so
without excessive reactor length reactions with inter-
mediate rates can be processed (see Table VI), high
heat backmixing rates, and high heat wall transfer
coefficients (75, 77) (about equal to those of a dense
bed) and high heat transfer rates between gas and parti-
cles. Furthermore, it is claimed that the gas phase is
close to plugflow (no data yet), cohesive solids can
easily be handled and scaling-up is relatively simple
(by Lurgi cited in (70)).

Disadvantages, however, can be erosion and attri-
tion and problems in gas-solids separation. Further-
more, there may be doubt about some of the claims. Fig.
17 shows a fast bed or riser set-up. Next to it a typi-
cal pressure drop graph is given schematically. The
accelleration zone may extend to 4 or more meters length
even in small scale units (78).

Data of Yerushalmi et al. (70) are taken from the
accelleration zone. This also follows from their pres-
sure drop profiles. For scaling-up this is a factor to
be taken into account.

In the developed regime, especially in fast bed
operation, the observed pressure drop was found to be
smaller than that corresponding to the solids hold-up
(see van Swaaij et al. (76)). Van Swaaij et al. demon-
strated that this could be related to a shear stress
on the wall opposite in direction to the flow. From
their experiments it followed that this was caused by
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Table VI. Length required for fast bed reactors.

k packe? bed H (95% conversion), H (95% conversion),

(sec™ ) m; no mass trans- m with mass trans-
fer limitation fer limitation:
Ha = 2m
0.1 500 500
1 50 56
3 17 23
10 5 11
30 1.7 9.8

First order reaction,U,=5 m/s,solids hold-up
18% vol.,plugflow.

downflow of solids along the wall. Typical values for a
18 cm diameter fast bed with cracking catalyst were:

Uo = 4.7m/s, average soligs flux 133 kg/mzs, downflow
flux at the wall 430 kg/m“s. Nakamura and Capes (80,81)
made a model for this type of flow. It is clear that
downflow of solids along the wall complicates the con-
tacting/mixing pattern of fast beds. Critical conver-
sion, mass transfer and mixing tests at different
scales will be necessary to evaluate the fast bed re-
gime.

Riser reactors are operating at higher gasveloci-
ties 10-50 m/s. This means that they are suitable for
reactions requiring only a very short contact time.
Here the solids flow can be expected to be more close
to plugflow (no downflow along the walls). Much infor-
mation on this type of reactors is available within oil
and chemical companies. Little data appeared in the
open literature on mass transfer, conversion and
mixing.

Counter Current Gas-Solids Reactors

Solids staging in fluid bed processes can be ob-
tained in tray columns so that counter current opera-
tion is possible (see Fig. 1). These types of reactor
have been reviewed by Varma (82) and will not be dis-
cussed here. A special variant is the baffle plate
(see Fig. 1), which can handle large solids flow (e.g.
in s strippers of cat crackers).

New counter—current operations have been intro-
duced by Claus et al. (83) involving bubble flow and
trickle flow through packed beds (Fig. 18). In parti-
cular trickle flow of A-type particles through "open"
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trickle flow (gas phase continuous).
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Figure 19. Fraction of solids supported by the gas phase as a function
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packings (e.g. pall rings) was found to be interesting

(see Roes and van Swaaij (84)). The pressure drop was
found to be lower than that corresponding to the solids
hold-up in the column (Fig. 19), which means that only
part of the solid is supported by the gas phase, the
rest by the packing. In most cases of trickle flow of
liquid, all the liquid is supported by the packing.

Also other properties are roughly similar to gas
liquid trickle flow (loading flooding, etc.). Fig. 20
gives typical data for axial dispersion in gas and
solids phases. For higher gas and solid rates both
phases show a reasonable approach to plugflow (85).
Mass transfer was found to be high and axial mixing
Yéll still be a limiting factor in many circumstances

5).

T The advantages of trickle flow reactors are: low
pressure drop, good contacting properties and simple
construction in comparison with tray columns. These
properties are combined with general advantages of
counter current operation: extraction of reactants or
products out of the reaction zone possible (e.g. for
equilibrium reactions), efficient heat exchange between
solids and gas phase, etc. The radial heat transport,
wall heat transfer coefficients and scaling-up factors
are not yet known.

Application of this new type of operation can be
expected in adsorption, flue gas cleaning, equilibrium
reactions, etc.

List of Symbols

U d(packing)

Bog Gas phase Bodenstein number =D

: g(packing)
Bog Solids phase Bodenstein number 435
C reactant concentration kmol/m3
C reactant concentration at reactor inlet kmol/m
db bubble diameter m

dbmax maximum stable bubble diameter m
particle diameter m

d?packing) diameter of packing element m
bed diameter m

D molecular diffusion coefficient m /s

Dg axial dispersion coefficient gas phase m /s

Dg axial dispersion coefficien& solids phase m“/s
E solids mixing coefficient m /5

Eg elasticity of dense phase N/m

f volume fraction of reactor occupied by the gas

in dense phase
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2.3
e, dp g
GaP Gallilei number~—2—7——-
n
accelleration due to gravity m/s2
H expanded bed height m
Hy, settled bed height m
AH = H-Ho m
L S 29 height of transfer unit m
o Na o g a nste
km mass transfer coefficient m/s
k first order reaction rate constant (based on
bed volume) s~1 3
k' = = first order reaction rate constant cm”/gs
b
(Kbe)b mass transfer coefficient bubble/emulsion phase
(pro unit bubble volume) s~1
(Kbc)b mass transfer coefficient bubble/cloud (pro unit
bubble volume) s-1

(Kce)b mass transfer coefficient cloud/emulsion (pro unit
bubble volume) s~
N, = %E number of mass transfer units
o}
N, = %H number of reaction units
(e}
Np = Q%% number of dense phase mixing units
Ny number of backmixing units (see (32)).
P pressure N/m
Ap pressure drop N/m2
S specific bubble area mz/m3 bed
Uo superficial fluidization velocity m/s
Ugy superficial gas velocity at flooding m/s
Unf superficial minimum fluidization velocity m/s
Ubp superficial minimum bubbling velocity m/s
U¢ terminal particle falling velocity m/s
Ug superficial solids velocity m/s
Vp bubble rising velocity m/s
o masi transfer coefficient (pro unit bed volume)
e
% oc local value of a
B angle of tilted bed (Fig. 6)
Y fraction of solids supported hy the gas phase
§ solids hold-up m3 particles/m> column

€bp bed porosity at bubble point
Emf bed porosity at minimum fluidization

fractional bubb1e3hold-up
Pg gas density kg/m
Pp particle density kg/m3
°b bed density g/cm3
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dynamic fluid viscosity Ns/m2
relative standard deviation of residence time
distribution

A bar over a symbol means: average value over the
bed volume.

a3

Summary

Literature on fluid bed and related reactors is
reviewed with special attention to reactor design and
scaling-up problems. Advances have been made in pre-
dicting and understanding different fluidization re-
gimes, which show quite different properties with regard
to application in chemical reactors. Many dense fluid
bed reactor models have been proposed, based on bubble
properties.

Early bubble models were too much idealized and
therefore in conflict with observed facts, especially
for large scale reactors. Also the predictive power of
these models is limited. In recent models empirical re-
lations are introduced for the three main factors de-
termining the exchange between bubbles and dense phase:
bubble size, rising velocity and mass transfer coef-
ficients. As the empirical relations have a limited
range of validity, these models can often not replace
general two phase models applied in combination with
experimentally observed parameters.

New developments in related reactors are fast beds
and trickle flow of gas solids suspensions.
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Gas-Liquid Reactors

J. C. CHARPENTIER

Laboratoire des Sciences du Génie Chimique CNRS-ENSIC 1, rue Grandville—
54042 Nancy Cedex—France

1. Introduction

Gas-liquid reactions and absorptions widely used in four main
fields of the chemical and parachemical industry are

. liquid-phase processes : oxidation, hydrogenation, sulfona-
tion, nitration, halogenation, alkylation, sulfation, polyconden-
sation, polymerization.

. gas scrubbing : CO,, H,S, CO, SO,, NO, NO,, N,Oy, HF, SiF,,
HC1, CL,, P,0y, hydrocarbons etc (very often to combat air pollu-
tion).

. manufacture of pure products : H,SO,, HNO3, BaCO;, BaCl,,
adipic acid, nitrates, phosphates, etc.

. biological systems : fermentation, oxidation of sludges,
production of proteins from hydrocarbons, biological oxidations.

At the heart of these processes is the absorber or the reac-
tor, of a particular configuration best suited to the chemical ab-
sorption or reaction being carried out. Its selection, design, si-
zing, and performance depend on the hydrodynamics and axial disper-
sion, mass and heat transfer, and reaction kinetics.

Two books deal almost exclusively with the subject of mass
transfer with chemical reaction, the admirably clear expositions
of Astarita (1) and Danckwerts (2). Since then a flood of theore-
tical and experimental work has been reported on gas absorption
and related separations. The principal object of this review is to
present some techniques, results, and opinions published mainly
during the three or four last years on mass transfer and hydro-
dynamics that I consider as the more salient concerning as well
the background as the experiments.

This necessitates some theoretical presentation of mass trans-
fer with and without chemical reaction that will be strictly focu-
sed in the first part of this review to the case of desorption or
when a rise in temperature is accompanying and is great enough to
affect the rate of gas absorption. Indeed many general papers and
also many papers confined to specific reaction scheme (simultane-

0-8412-0432-2/78/47-072-223$09.75/0
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ous absorption of several gases, consecutive or parallel reactions
in the liquid phases... with the simultaneous and sophisticated
mathematical techniques (very often reduced to a mathematical
problem rather than a gas-liquid problem) have been published

for the isothermal absorption and it seems now possible to

tackle such cases with the help of the last decade literature. The
design of gas-liquid equipment is determined by two major conside-
rations : the distribution of components between phases in a state
of thermodynamic equilibrium (solubility of gases in liquid) and
the rate at which mass transfer occurs under prevailing conditions
(1iquid diffusivity and chemical reaction). Therefore physico-che-
mical parameters as well as interfacial parameters for the speci-
fied hydrodynamics working regime are practically always required.
Obtaining such data is often a challenging problem, so wide is the
range of solutes and solvent the chemical engineer or researcher
may encounter. Although theory on solubility and diffusivity has
not yet progressed to the point where purely theoretical predic-
tions are possible, many strides have been made in that direction
quite recently and will be commented in the second part of this
review. And naturally the third part will be devoted to the inter-
facial area and mass transfer coefficient for the accompanying hy-
drodynamics. The techniques of measurement will be commented and
some data and correlations will be presented for the case of
trickle-bed reactors, and well stirred tank. Finally one must
always keep in mind that the relationships of the physico-che-
mical or interfacial parameters must be only used in the absen-
ce of the experimental data, and after careful study of the
conditions of validity. So the last part of the review will be de-
voted to the simulation of the process of absorption in industrial
absorbers by laboratory apparatus with a well defined and known
interfacial parameters in which experiments are carried out to ob-
tain information that could be directly applied to design.

2. Mass transfer with and without chemical reaction : desorption
and exothermic absorption

Although the situation in gas-agitated liquid reactor is a ra-
ther complicated one as often diffusion, convection and reaction
proceed simultaneously and the nature of the convective movements
of both gas and liquid are ill-defined, however several useful pre-
dictions have been performed to describe the behavior of such high
complicated system in using highly-simplified models which simula-
te the situation sufficiently well for practical purposes without
introducing a large number of parameters : the film model and the
surface-renewal models where the hydrodynamic properties are ac-
counted for by a single parameter either the film thickness é,
or the contact time 6 or the surface renewal frequency S. The
question of which of these three models is more true to life is
less important than the question of which one is found in prac-
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tice to lead to accurate predictions as it appears that in many
circumstances the difference between predictions mode on the ba-
sis of the three models will be less than the uncertainties about
the values of the physical quantities, such as diffusivities or
solubilities, used in the calculation : in fact the three models
can be regarded as interchangeable for many purposes and it is
then merely a question of convenience which of the three is used.

21 . Desorption with or without chemical reaction

Though the subject matter of absorption of gases in liquid,
without or with chemical reaction, has received considerable atten-
tion, however there were little available literature and general
presentation on desorption of volatile substances until the welco-
me and excellent review on the mechanism of the various types of
desorption processes published in 1976 by Shah and Sharma (3). The
authors reviewed, analysed and illustrated the process of desorp-
tion, without or with chemical reaction, with the help of film and
penetration theories in the following cases (a) desorption without
reaction (b) desorption preceded or accompanied by a liquid phase
reaction (c) desorption accompanied by a pseudo first order gas-li-
quid reaction (d) desorption accompanied by a zero order gas-liquid
reaction (e) desorption accompanied by a pseudo first order conse-
cutive gas-liquid reaction (f) desorption of a volatile reactant
and (g) some aspects of process design of desorption columns with
or without chemical reactions.

Just as in the case of absorption accompanied by a reaction
of a gas in liquid, desorption accompanied by a gas-liquid reac-
tion [A + zC (non volatile) - B (volatile) | may conform to various
mechanisms. Results have been summarized and the concentration
profiles have been schematically depicted on each side of the
interfacial area (x = 0) by Shah and Sharma (3) in Figure 1 in
the case in which a gas A dissolves into the Tiquid phase and
then reacts irreversibly with a non-volatile species C that is
present in the liquid phase to give the volatile species B ac-
cording to the reaction

k

A+Z1C—A>ZB

2

The volatile species B is also capable of reacting with reac-
tant C according to the reaction

kg
B + ZSC —> Products

In Figure 1 the second reaction is considered to be slow and
hence is unlikely to occur in the film (i.e. the diffusion-reac-
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Figure 1. Typical concentration profiles for simultaneous absorption/
ion. Typical concentration profiles for instantaneous reaction
between the gas A and reactant C—file theory.
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tion parameter or Hatta number Hap = vDEkcCo/kL << 1).

If now both reactions are important (liquid phase oxidation
of hydrocarbons by 0y, chlorination of liquid isobutylene, liquid
phase conversion of absorbed O; and CoH4 to acetaldehyde...) the
reaction between B and C is almost complete in the film (Hap > 3)
and desorption of species B will occur only if the reaction bet-
ween B and C is not instantaneous. For simplicity Shah and Sharma
(3) have analyzed the case where Z1 = Z2 = Z3 = 1 and both of the
reactions are pseudo first order with respect to species A and B
(kp = kaCo and kg = kpCo being the pseudo first order constants).
When the gas phase resistance,is,not important and depending on
the values of the ratio K = kp/kg, species B will not desorb for
K < 1 or will eventually desorb, for K > 1 if

1

K+ 1 5 K
X-T| Tanh(Fag)

KT tanh (/RiEp)

B.
Al+

1

22. Supersaturation in gas-liquid reactions involving a vola-

tile product

In many practical cases physical desorption and absorption pro-
cesses occur simultaneously and then the diffusion film in the 1li-
quid phase may supersaturate with gases resulting in the bubble
formation and subsequent interfacial turbulence (simultaneous ab-
sorption of O, and N2 into water and desorption of CzHg). Also,
as seen above, absorption accompanied by chemical reaction often
results in the formation of a volatile product that must diffuse
back into the gas phase to avoid supersaturation of the bulk 1li-
quid during the absorption process. This results in a counter dif-
fusion phenomenon which can cause supersaturation in the diffusional
boundary layer. If the supersaturation were followed by bubble
nucleation, absorption-desorption rates are enhanced due to a
reduction in diffusion film and occurence of turbulence in the
liquid. The film and penetration theory equations are not appli-
cable to calculation of mass transfer rates under such supersa-
turation conditions. However a knowledge of the conditions cau-
sing the supersaturation may be useful whatever supersaturation
may be desirable or not. In 1974 and 1976 Shah, Sharma and co-
workers (5, 6) extended the analysis of Brian et al. (4) for the
simple physical absorption-desorption process to gas-liquid reac-
tions involving a volatile product and have evaluated the crite-
ria for supersaturation in the following cases of gas-liquid
reactions, (a) absorption of a gas A accompanied by an irreversi-
ble non-zeroth order liquid phase reaction generating a volatile
product, (b) absorption of a gas A accompanied by a zeroth order
liquid phase reaction, (c) simultaneous absorption of two, gases
A and B accompanied by the liquid phase reaction of A(g) * B(E) ,
(d) simultaneous absorption of two gases A and B accompanied by
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1
the liquid phase reactions A(g) E; B(g) and B(g) E} non-volatile
product, (e) simultangous absorption of two gases A and E,
A(g) El> C(g) and E E_> non-volatile product, (f) absorption of a
gas A accompanied by an instantaneous reaction generating a vola-
tile product that reacts also to generate a non-volatile product,
(g) simultaneous absorption-desorption accompanied by a second-or-
der irreversible reaction, (h) simultaneous absorption of two
reacting gases generating a volatile product, (i) absorption of a
gas A accompanied by a zeroth, first or second order liquid phase
reaction generating a volatile product B in the presence of gas
phase resistance for both A and B. The authors presented diagrams
for the critical supersaturation in the plane (ppo-Ppg)/PAG Ver-
sus Ha taking into account the gas phase resistance gg gas A and/or
the volatile product P (ppg and ppG are the partial pressure of A
and B in gas and ppy is the partial pressure of B in equilibrium
with concentration of B in bulk liquid). In these diagrams, regions
were located where no supersaturation is possible or supersatura-
tion occurs either in liquid film or in bulk liquid.

Shah et al. (6) also evaluated the situations where the tempe-
rature effects at the gas-liquid interface occurs and obtained the
supersaturation criteria for non-isothermal physical absorption-de-
sorption processes when the temperature effects are small but non
negligible. The results indicate that the necessary condition is,
in general, different from that for the isothermal case and invol-
ves the ratio of the solubility coefficients of the diffusing spe-
cies.

It is clear from these studies that supersaturation during
simultaneous absorption-desorption is possible in any physical or
chemical system as long as the diffusivity of the desorbing spe-
cies is less than the one for the absorbing species and the con-
centration distribution of at least one of the diffusion species
is non linear which is usually found in practice. Experimental in-
vestigations such as those presented in ref. (7, 24) are necessi-
tated now to test and to complete the theoretical work of these
authors especially when gas phase resistance and thermal effects
are important. Let us see now how this has been recently underta-
ken for the case of non-isothermal gas absorption with chemical
reaction.

23. Steady state multiplicity of adiabatic gas-liquid reac-
tors

Many important gas-liquid reactions such as oxidation, hydro-
genation, nitration, sulfonation and chlorination are carried out
in adiabatic continuous stirred-tank reactor over a wide range of
temperature in which a continuous shift from chemical to mass
transfer control can happen. The interactions between the solubi-
lity, the diffusional resistances and the chemical reaction may
cause the occurence of sustained periodic oscillations and steady
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state multiplicity as observed experimentally by Hancock and
Kenney (8) and Ding et al. (9). This problem of steady state mul-
tiplicity of a gas-liquid CSIR has only received a significant
attention these 3 or 4 last years with the remarkable theoretical
approaches of Hoffman, Sharma and D. Luss (10, 12) continued and
completed by Raghuram and Shah (11).

The first development presented by Hofman et al. (10) was
concerning a single irreversible second order gas-liquid reac-
tion, A(gas) + B(liq) -+ R(1iq) + L(gas) with the following as-
sumptions : (a) the liquid phase consists of non-volatile compo-
nents and no evaporation into the gas phase is occuring, i.e.
the temperature is well below the boiling point of the liquid,

(b) the physical properties of the gas and liquid, the interfacial
parameters ki, and a, and the volumetric liquid flowrate q; leaving
the reactor and diffusivities of all reacting species are indepen-
dant of temperature and conversion and also the diffusivities are
equal, (c) the heat of solution (-AHg) and reaction (-AHR) are in-
dependent of temperature, (d) the solubility of the species A fol-
lows the Henry's law, is independent of conversion and its tempe-
rature dependance is expressed by log(xa/yaP) =(D1/T)-D2, (d) the
gas and the liquid are at the same temperature within the reac-

tor, (e) the total pressure of the gas bubbles and the gas holdup
are constant and independent of temperature, conversion and posi-
tion within the reactor, (e) the liquid feed contains no dissol-

ved gaseous reactant and the gas phase resistance is negligible.

Thus the material and energy balances are,

*
AeeVas ~ Ygo¥a = F1lar * TaVR = Eakpa(Cay=Cap)Vp=EakyaCpsVp

9% - %058 = TB'R

TAVR (-8HR)+F; Cyy (-AHQ)+ (qlfcp1+qgfcpg) Tg- (qlocpl"'qgocpg) To=0

where qg and q are the liquid and gas molar flowrates, F1 is the
constan% liquid volumetric flowrate, Ca1 is the bulk concentration
of the dissolved gas, C,1 and Cpg are the heat capacities of the
pure liquid and gas and the subsCripts f and o refer to the feed
and effluent streaps. Ep is the enhancement factor and EX is the
reaction factor (Ep = Ep for Cpp. =0 i.e. the reaction occurs in
the 1iquid film and not in the "“bulk). The reaction factor wgs
evaluated in using the Van Krevelen-Hoftijzer approximation (E
versus Ha) modified by Teramoto (13) and computed by an iterative
solution of three equations involving 6 = kpat/e, o = ¢/aé (r and ¢
are the liquid residence time and holdup), and the instantaneous
enhancement factor Ej. It was found by Hoffmanet al. (10) that
the deviations between the exact values of Ej and those computed
by this approximation technique were always within 4 % whatever E}
is smaller or larger than umnity.
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The steady state solutions are classically determined from
the intersection of the heat removal Q and heat generation Qrp
curves as a function of the temperature T (Figure 2) that may be
presented from the mass and energy balances in the shape

s 1T Y e Ter e (CAHRIT,VRHF Gy (AHg)
Q=T- - =T-T = g = Q1
h1£7p1"%f pg U £p1 gt g

and the necessary condition for the stability of any steady state
is dQr/dT > dQq1/dT. A numerical example was used to investigate
the behavioral features of the model and its sensitivity to the
values of various parameters. These values were selected such as
to be similar to those representating the chlorination of n-deca-
ne which is a typical gas-liquid reaction as discussed by Ding et
al. (9). The values and the properties of the feed streams are
presented in Figure 2 where qgf = q1f and when the influence of a
certain parameter was investigated, the values of all the other
parameters were set equal to those of the base case labeled B.

When a single second-order homogeneous chemical reaction is
carried out in a CSTR, the heat generation curve has a sigmoidal
shape such that no more than three steady state solutions exist.
However, when such a reaction is carried out in a gas liquid CSTR
the shape of the heat generation curve Qr is such that under cer-
tain conditions five steady state solutions exist. This unique
feature of a gas liquid reacting system is shown in Figure 2a which
describes the effect of residence time distribution on the shape
of the Q1 graph. It is seen that for this example a unique steady
state exists for residence times of either 2 or 8 min., three stea-
dy states for t = 4 min., and five steady states for t = 6 min.
This special shape of the heat generation curve is due to the con-
flicting influences of the temperature on the reaction factor and
on the solubility of the gas.

Moreover the effect of changes in the rate constant k on the
steady state temperature is shown in Figure 2b where the dashed
lines represent the unstable steady state (dQ/dT < dQry/dT). The
base case labeled B (k = 0.05 cc/mol.s) has five steady states
for liquid residence time t comprised between 5 and 7 minutes.

Due to the special shape of the Qqp curve, an increase in the re-
sidence time ignites the low temperature steady state and shifts
the reactor to a high temperature steady state. However, when

the residence time is decreased, the extinction occurs by a shift
of the high temperature steady state to the intermediate tempera-
ture branch. Upon a further decrease of the residence time, a
second extinction occurs due to a shift from the intermediate to
the low temperature branch. The graphs indicate that the interme-
diate temperature steady state solutions are most sensitive to va-
riations in the rate constants. The low temperature solutions are
rather insensitive to these changes. In general, a decrease of the
reaction rate constant causes an increase in the ignition as well

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch007

7. CHARPENTIER  Gas-Liquid Reactors

300

200

100

Q, or Q, (°K)

TEMPERATURE, (°K)

Q1 and Qi1 as a function of temperature and liquid residence

400

<]
<)

TEMPERATURE (°C)
3
o

time.

(b)

c
/
| “ REACTION RATE CONSTANT

(I & at SO°C  (ce/mole-sec)

-1\ A—=08
\ 8 —= 008
| ¢ —= 0,005
| 0 ——0.0008
\

\ \\~§~
\ \\~~~ ---_-_—
\ T ———— ]
\\ \\_-“
D) TT T ————y
! 1 (1 i 1 |
o 10 20 30 40 50 60

LIQUID RESIDENCE TIME (min)

The influence of the reaction rate constant and the liquid

residence time on the steady state temperature.

231

E,; = 30000 cal/mole
ki = 0.04 cm/s
a,=20cm™!

C,1 = 70.0 cal/mole-°k
—AH, = 5000 cal/mole

k; = 0.05 cc/mole-s at (50°C)
x4 = ya 1002010/T4.16)
Ds =6 X 10-5cm?/s
Cpg = 6.5 cal/mole-°K
—AHR = 25000 cal/mole
e=0.9
Tg; = Tu = 25°C
Yag=2xpy = 1.0
py = 0.725 g/cc
pos = 0.00298 g/cc
M.p = 142 g/g mole
My =71 g/g mole

Figure 2. The chlorination of n-decane (after Ref. 10)
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as the extinction time. Moreover the parametric study indicates
that for the example studied by Ding et al. (9), the lower branch
was most sensitive to solubility of the gas and the activation
energy of the system. The intermediate branch was most influenced
by variations in the reaction rate and to a lesser extent by chan-
ges in the interfacial area. The high temperature steady states
were sensitive mainly to the liquid heat capacity and heat of the
reaction. All steady states were rather insensitive to changes in
the liquid mass transfer coefficient and diffusivity. The upper
temperature branch was usually more sensitive to variations in the
parameters than was the lower branch. The ignition residence time
was much more sensitive than the extinction residence time to va-
riations in the parameters.

This study of the steady state multiplicity of adiabatic gas
liquid reactors was then carried in the same laboratory (12) in
developing a model for the case of two consecutive competitive
reactions with second order kinetics, with the aims to demonstrate
the possible existence and the maximm mmber of multiple steady
states with different temperatures, conversions and selectivities
under the same operating conditions, to test the validity of the
model and the associated assumptions by comparing it with experi-
mental results obtained as previously with the chlorination of
n-decane and to determine the parametric sensitivity of the system
which is essential for the rational design, operation and control
of these gas liquid reactors. The model developed by Sharma et al.
(12) uses again expressions which describe the rate of reaction in
both the film and bulk liquid and account for the continuous shift
from chemical to mass transfer control with increasing temperatu-
res.

Numerical simulations reveales that changes in certain para-
meters may change both the nature of the multiplicity as well as
the range of 1liquid residence time for which multiplicity exists.
Such changes in reactivity of the n-decane can cause the appea-
rance or the disappearance of a special multiplicity pattern (an
isola) for which a shift from the low to the high temperature
steady state cannot be attained by increasing the residence time.
Thus the high temperature steady state can be attained only by pre-
heating the reaction mixture. The presence of an isola thus may not
be discovered in preliminary experiments and its existence may lead
to rather unexpected pitfalls in the operation of the reactor. Note
also that the higher the steady state temperature, the higher is
the conversion but the lower is the selectivity. So an intermediate
steady state may be interesting for selectivity. The key parameter
which influence the multiplicity pattern and region are k, a,
(-2HR), Cp, and the heat loss from the reactor. The model predicts
the occurence of up to seven steady state solutions under certain
operating conditions. Thege different steady states correspond to
great changes of Ha and E” and are due to a shift from chemical
reaction to mass transfer control.

The fundamental work of Hoffman, Sharma and Luss has been
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carried on in 1977 by Raghuram and Shah (11) that published cri-
teria for uniqueness and possible multiplicity of the steady sta-
tes which were not explicitly stated by the previous authors be-
cause of algebraic complexity. Finally the results of these three
studies suggest that the information about the multiplicity pat-
tern and the ignition and extinction points can serve as a remar-
kable tool for discriminating among rival models and assumptions
and for estimation of kinetics parameters of these models which ne-
cessitates also the knowledge of physical chemical and interfacial
parameters. These results are applicable to a large number of prac-
tical situations and should find extensive practical use. They need
now complementary development for the situation at very high tempe-
rature close to or exceeding the boiling point of the liquid where
evaporation into the gas phase takes place.

24. Thermal effects in gas absorption without and with che-
mical reaction

Non isothermal phenomena are present to some extent in all
gas absorption operations. As seen above the importance of the non
isothermal effects arises from their influence on the mass transfer
rate and, in the case of chemical absorption, from their influence
on reaction rates and selectivities. This means that to neglect the
boundary condition coupling between solubility and interface tempe-
rature may lead to serious overestimates of the absorption rates
and to model the non isothermal absorption process, it is necessa-
Ty to consider the mass and energy balance equations simultaneous-
ly. Attention has been considerably focused both experimentally
and theoretically on that important topic particularly during the-
se 3 or 4 last years (14 - 23).

241. In absence of chemical reaction, Verma and Delancey
(17) have studied the thermal effects in gas absorption with the
simultaneous measurement of interfacial mass transfer rates and
liquid temperature profiles over a range of physical conditions
within which most gas absorption systems may be expected to fall
(ammonia-water and propane-decane systems). The experiments were
performed with a quiescent liquid phase (no momentum equation in-
cluded) and the surface renewal theory was estimated to provide
a vehicle for extending the results to the hydrodynamic conditions
normally encountered in industrial absorbers. An analytical solu-
tion of the simultaneous energy and mass conservation equations in
the volume average reference frame is proposed which applies to a
semi-infinite liquid medium and includes the effects of heat of
absorption, variable density, arbitrary condition at the interface
and volume changes in the liquid phase in absence of solvent eva-
poration. It is able to predict interfacial mass flows and liquid
temperature profiles. Comparisons with the experimental data from
the ammonia-water systems (at 0.2, 0.467, 0.733 and 1 atm) spans
surface temperature rise from 6.9 K to 18.2 K. The propane-decane
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system at 1 atm exhibits a temperature rise of 1.3 K. In all ca-
ses the model adequatly predicts the temperature profiles.

242, For gas absorption and reaction which is so exother-
mic that also the assumption of constant interfacial temperature
does not hold, Mann and Moyes (22) have recently published an ex-
tension of the film theory to predict analytically the enhancement
factor E and surface temperature increase under slow and fast reac-
tion conditions using a linear solubility/temperature relationship.
Severe reductions in E values in conjunction with large surface
temperature increases up to 100 K are predicted using data applica-
ble to the direct sulfonation of dodecylbenzene with SO3. This is
done assuming that the film theory is applicable and temperature
and concentration gradients exist across the film. As the physical
reality is such that the thermal diffusivity a is much bigger than
the diffusivity of the absorbing component (commonly o = 100 D)
thus the film thickness over which temperature gradients exist
is very much larger thanx‘éhe film thickness § = xy over which con-
centration gradients are observed. This means that the temperature
may be considered practically constant and equal to the interfacial
temperature T across the mass transfer film. Thus if the effect of
temperature on specific heat, liquid phase density and diffusivity
as well as the Duffour and Soret effects taken into account by
Verma and Delancey (17) are considered to be secondary in importan-
ce, the equations describing the diffusion and first order reaction
and the heat transfer are

2 2 AHp

d°C ] d°T
D = k(T C and o = - k(T) C
AF _’Z] —C;

subject to the boundary conditions

C=C*T™ and T=T"at x=0
C=0 ancl'r='r"atx=xM
C=0 andT=Tbatx-xH

™ is a lumped representation for the spatially dependent T(x) and
the rate constant to use in the diffusion reaction balance is rea-
sonably evaluated at the interfacial temperature T . This interfa-
ce temperature value is governed by the heat release due solution
and reaction that Mann and Moyes consider to be interfacial heat
fluxes within the frame describing heat transfer. The result is
that T(x) must be linear over the heat transfer film xy while being
approximatively constant over the mass transfer film x,.

The solutions of the above equations_ using the e:lyloyment of a
linear relationship, for the solubility C  lead to explicit analy-
tical forms for T and E under no or slow reaction conditions
and under very fast reaction conditions. Finally the expression for

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch007

7. cHARPENTIER  Gas-Liquid Reactors 235

the ratio of the enhancement factor at large Ha to the initial va-
lue for solely physical absorption is given by

E (fast reaction) _ _, , 1 - ug iy (ky/hy)
E (physical absorption) uS(AHR+AHS) (kL/hL)

ug is the proportionality constant in the linear solubility rela-
tionship. It is seen that the advent of reaction can result in an
ultimate increase or decrease from the initial (already depressed)
value, depending upon whether ugAHp(kp/h;) is greater or less than
unity : for large values of ug appropriate to high solubility sys-
tems and for large heat of reaction, the reaction can be expected
to decrease the absorption potential and to hinder the absorption
process. Finally the confines of the overall behavior under slow
reaction conditions and beyond the fast reaction regime can be de-
duced analytically and explicitly and intermediate ranges of reac-
tion rate can be solved for implicity by using the appropriate ex-
pression for (dC/dx)X.XM in the boundary condition of the overall
heat balance.

This theory is illustrated by Mann et Moyes with the presen-
tation of the graphs surface temperature increase and E versus Ha
for the high solubility system SOz-trioxidedodecylbenzene. Large
increases in interface temperature (up to 100K) and enhancement
factors below unity (down to 0.3) are predicted for both linear ap-
proximations or theoretical ideal solubility. Moreover to compare
theory and experiment, some experimental results obtained from the
laminar jet technique with exposure time appropriate to bubble and
packed bed reactors show that high interface temperatures can be
reached and that reductions in absorption rate below that for phy-
sical absorption can occur. An important feature of the work pu-
blished by Mann et Moyes (22) is that if applying the exact solu-
bility relationship produces a closer correspondance between the
experimental observations and the film theory predictions, however
the linearized approach is seen to be appropriate for preliminary
evaluation of the likely magnitude of thermal effects from the re-
levant basic physico-chemical data.

The theory and experimental findings emphasize the need for
further experimental studies particularly concerning the effet of
high surface temperature on by-product reactions (as explained by
the authors) and for complementary theoretical work where interfa-
cial turbulence (18, 19) or gas phase resistance (evaporation
effect) are taken into account. This could be undertaken with the
help of the formulation developed by Tamir et al. (20, 21).

243. Absorption with chemical reaction in the presence of
heat generation, bulk flow and effects of the gaseous environment.
A penetration model for gas-absorption into a laminar liquid
stream in the presence of a pseudo first order chemical reaction

and large heat generation was investigated theoretically by Tamir
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et al. (20) accounting for the presence of the gaseous environment,
non considered in the previous analysis, as well as the transverse
bulk flow contribution to the total mass transfer. In this model,
heat of solution is liberated at the interface while the heat of
reaction is liberated within the absorbing stream. As a result of
the vapor pressure exerted by the solvent, the gaseous atmosphere
becomes a binary mixture where simultaneous evaporation of the sol-
vent and absorption of the soluble gas takes place. The complete
formulation is based upon the conservation of mass and energy in
both phases with the appropriate matching conditions at the gas-
liquid interface. Indeed the absorbed gas flux towards the inter-
face is the sum of the fluxes due to diffusion and the bulk flow
acting in the same direction and for the evaporating solvent the
above flow contributions are in opposite directions, where the
diffusion takes place from the interface towards the bulk. This
leads to the interface matching conditions for mass conservation
and for energy conservation. In the interface condition for ener-
gy conservation, there are four terms : the first term designates
the condition of heat into the absorption streams while the second
one takes care of heat transfer by conduction to the atmosphere
(it is generally negligible). The third term accounts for evapora-
tion of the solvent and the last term includes the effect of heat
liberation due to dissolution. The originality of the formulation
of Tamir et al. (20) was to consider the second and third terms.
To complete the formulation, equilibrium is assumed to prevail at
the interface. The simultaneous solution of the equations was car-
ried out in a transform coordinate system in which the conserva-
tion equations are reduced to a form having a similarity solution
at the inlet.

The experimental data of the study by Mann et Clegg (18) of
the absorption with chemical reaction of chlorine in toluene which
is associated with large heat effects is taken to illustrate the
model presented above in assuming that the reaction is first or-
der. It is found that the absorption flux my of the gas correspon-
ding to the inlet and with the bulk flow contribution are higher
by 23 % relative to the values obtained when not considering the
bulk flow. This difference remains almost constant for low values
of the dimensionless reaction rate constant K; and reduced towards
high values of reduced distance £ and Ki. However the error intro-
duced in the evaluation of the total absorption flux (which is
usually the measured value in experimental studies) will continuous-
ly grow with increasing value of ¢. This is particularly observed
for small value of & which are encountered in practice. It is shown
that the bulk flow contribution at the interface to the total ab-
sorption flux m is appreciable at the entrance region (18 %) where
the effect of the chemical reaction is negligible, and for relati-
vely low values of the reaction rate constant for the overall ran-
ge of the absorber length. The effect of the evaporation flux of
toluene mp is in general much lower than mq and also behaves in a
opposite way with £ and Ky. The increase of the evaporation flux
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for increasing values of K1 explains the reduction in the stream
surface temperature as compared to the case where no heat losses
to the surroundings as well as bulk flow effects are considered.
Thus absorption fluxes are continuously decreasing and are even
lower than those obtained under condition of absorption in absen-
ce of chemical reaction as also presented with the film theory by
Mann and Moyes (22) concerning the gas solubility reduced due the
initial increase in stream surface temperature but here the gas
side resistance is also contributing to the reduction. However it
should be concluded that in the presence of a gaseous atmosphere
under forced convection the study published by Tamir and Taitel
(21) 1let the impression that the gaseous influenced would be less
marked but it should be interesting for a further work to evalua-
te it for the case of a highly soluble gas.

At the end of this chapter on gas-liquid reaction accompanied
by a rise in temperature which may be great enough to affect the
rate of gas absorption substantially, it may be observed that fun-
damental background formulations have been developped these few
last years and this must be completed now by experimental studies.
As in the case of the important work in isothermal conditions
(more directed on kinetic scheme) that has also been developped
recently and that we have not presented here, the suggested com-
plementary work necessitates of course the simultaneous knowledge
or determination of the physico-chemical parameters such as the
solubility, mass and thermal diffusivity... and of the interfacial
mass transfer parameters. Let us see now what has been done recent-
ly on that topics.

3. Solubility and diffusivity of gases in liquids

It is possible to find in the literature (recent or not) many
experimental data on solubility and diffusivity that are scattered
in a large number of journals. I would like in this part to dis-
cuss the references in which I think that is is now possible to
find helpful and sufficiently general analysis and presentation
with empirical or theoretical correlations for these fundamental
physico-chemical parameters.

31. Solubility of gases in liquids

Experimentally determined solubilities have been reported in
the literature for over 100 years but even now only a few compre-
hensive and critical compilations are published especially at tem-
perature well removed from 25°C. Different approaches are made,
depending upon whether the solutions are electrolytic or nonelec-
trolytic. First of all, the solubilities of gases are expressed
in terms of many different units, depending on the particular ap-
plication and it would be recommended that the standard form be
the mole fraction solubility x* or Henry's constant H at 1 atm
partial pressure of gas at the temperature of measurement except
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for those cases in which the solvents do not have an easily cha:
racterizable molecular weights such as biological fluids for which
the weight solubility is recommended. When the solubility is
small, Henry's law provides a good approximation,
(sz) *» ohe
fA=HA,B - Xy Xp (ouc)
where fp is the fugacity and the Henry's constant (HA,B% often
designed H) of solute A in solvent B is defined as
@

BS
A, B

<< 1

. *

= 1l-m (fA/ XA)

X0

» Superscript ppg indicates that the pressure of the system, as
XA + 0, is equal to the saturation pressure of the solvent at tem-
perature T. At modest pressure, the fugacity is essentially equal
to the partial pressure of the gaseous solute pjy = ypP and Henry's
constant is the reciprocal of the solubility when the partial
pressure of the solute is 1 atm. A crude estimate of solubility
is obtained by extrapolating the vapor pressure of the gaseous so-
lute on a Jinear plot log psp vs 1/T. The ideal solubility is thus
given by xp = yo (P/pga). For non ideal solutions an activity
coefficient yj is introduced and for mixture of non polars or
slightly polar components a considerable degree of success is ob-
tained in using the correlations of the regular solution theory
éZ_S) i.e., for solutions of gases in solvents involving small dif-
erences in molecular size (25, 28, 29). Hildebrand and Lamoreaux
%) have published an interesting empirical linear relationship
and a graphical plot allowing for the calculation of the solubili-
ty of any nonreacting gas except Hp in any nonpolar solvent except
fluorochemicals. Alternate results are published by Fleury and
Hayduck (26) that also apply to perfluorinated gases and solvents.
However the correlations for nonpolar solvents are not satisfacto-
Ty to predict solubilities in polar or associating solvents such
as water or alcohols. Note that the solubilities of all gases in a
single solvent approach a constant value as the solution tempera-
ture is increased towards the critical temperature of the solvent.
So it is possible to estimate the temperature coefficient of solu-
bility, by the use of a graphical plot, for any gas in any one sol-
vent from data of other gases in that solvent (33, 34). More recent-
ly Cysewski and Prausnitz (31) have presented a semi empirical cor-
relation that may be useful for estimating gas solubilities at mo-
dest pressure which is not restricted to nonpolar systems nor to
temperature_near 25°C. Their relationship for the reduced Henry's
constant HRBﬁ VA/RT is proposed in terms of parameters, detemmined
empirically ’“from 76 binary systems, which characterize the inte-
raction of a single solute molecule with a matrix of solvent mole-
cules. It may be used in either of two ways over a wide range of
temperature and for a variety of gases in typical nonpolar and po-
lar solvents, including water : first, if a solubility is known at
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one temperature, the correlation predicts, often with a good accu-
racy, the solubility at another temperature ; second, if no solu-
bility data are available, the correlation may be used to obtain a
reasonable estimate (within a factor of 2). Simultaneously 289 1li-
terature data on the standard entropy of solution and 408 litera-
ture data on Henry's constant were correlated by De Ligny et al.
(32) by regression analysis. The 20 gases molecules range in size
from He to CzHg and the 39 solgent molecules from CS; to polyethy-
lene of molecu%ar weight of 10° and the solvents range in polarity
from hexane to methanol. Moreover useful correlations for the
pressure dependence of gas solubility or solubility of gas in mi-
xed solutions are presented in references (28, 29, 35). However,
as explained by Cysewski and Prausnitz (31), despite many efforts,
a truly satisfactory correlation of gas solubilities remains elu-
sive yet now as theoretical correlations are inevitably limited to
very simple systems and narrow range of temperature while empiri-
cal correlations are always limited by the particular data on
which they are based and it must always be kept in mind that ex-
trapolations to new systems and conditions are often subject to
very large errors. However the recent tentative for generaliza-
tion (31-33) must be underlined. Note also that recent practical
data on the industrial important need of solubility of mixtures of
acidic gases in amines may be obtained in ref. (48-50). Besides the
solubility of electrolyte solutions is estimated by the well-known
empirical equation log H/HR = hI where H and Hp are the Henry's
constant values in solution and in pure solvent and I is the ionic
strength of the solution. The contributions for various species in
the salting coefficient h have been presented several years ago
(36, 37) and the literature of the last few years allow only for
some sparse and complementary data for the species contributions
such as CgHsO and MnO,.

32. Diffusivity in liquids. In contrast with the situation for
gases, there are no yet satisfactory theoretical methods to pre-
dict diffusivities in liquid systems. Different approaches are
needed, depending on whether the solutions are electrolytic or
nonelectrolytic and most studies are devoted to the estimation of
diffusion coefficients in very dilute solutions. However, some
papers report substantial variations with increasing concentra-
tions of the diffusing solute (29). The semi and empirical rela-
tions and the experimental methods available for estimating dif-
fusivities in liquids have been reviewed recently in the referen-
ces (29, 30, 38-41). For estimating the diffusivity Dp, a conve-
nient relationship is still that well known of Wilke and Chang
based on the Stokes-Einstein equation,

Dy = 7.4 x 1078 T (x MB)°°5/qumA

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch007

240 CHEMICAL REACTION ENGINEERING REVIEWS—HOUSTON

where Mg is the molecular weight of the solvent B and Vpp the mo-
lal volume of the solute at the normal boiling point. The asso-
ciation parameter "x'" allows for differences in solvent behavior :
x = 2.26 for water, 1.9 for methanol, 1.5 for ethanol, and 1.0
for benzene, ether, heptane, and other unassociated solvents.

For amylalcohol, isobutyl alcohol, ethyleneglycol, and glycerol,
Akgerman and Gainer (42) have approximated the associated parame-
homolog defined by substituting a "'-CH3" group for the '"-CH'" group.
However the uncertainty in assigning values. to x has resulted in
efforts to eliminate this factor either in introducing the ratio
of the molar volumes of solvent and solute, or in replacing x by
functions of the latent heats of vaporization at the normal boi-
ling temperature. More recently Sovova (43, 51) proposed a new
equipment and an empirical correlation in using existing correla-
tions and expanded set of experimental data (365 in water and 126
in organic liquids). The liquids are divided into 3 groups : water,
organic liquids with approximatively spherical molecules, liquids
with linear molecules. In the range ug = 0.3 - 5 cp the accuracy
of the above correlation is comparable with that of Akgerman and
Gainer for diffusion in water and markedly better for diffusion in
organic liquids except for small solute gas molecules such as Hy
or He. This correlation is simple and requires only a little in-
formation about the diffusing species (ug, VpA). However for small
solute molecules, for systems involving solvents having viscosi-
ties greater than 5 cp or for highly non-ideal systems such as
aqueous alcohol mixture, use of the relationships proposed either
by Akgerman and Gainer that require the physical properties invol-
ved and applies with associated and nonassociated systems or by
Sridhar and Potter (44) that require the quantum parameter and
critical molar volumes instead of the molar volume of the solute
at the normal boiling point should be suggested. Anyway it should
be noted that yet now the scatter of experimental data for Hp is
rather large owing to its low solubility and more accurate diffu-
sion data are needed over a wide range of temperature in order to
test the theories of liquid state.

Diffusion of a dissolved ionized electrolyte involves the dif-
fusion of both cations and anions which, because of their smaller
size, diffuse more rapidly than the undissociated molecules. On
the assumption of complete dissociation, the diffusion coefficients
of electrolytes can be predicted very accurately at infinite dilu-
tion using the equations by (a) Nernst-Haskell for solutions con-
taining two species or (b) Vinograd and Mc Bain (45) for solutions
containing more than two species or (c) Gordon (46) for higher con-
centration up to 2 N. In fact, for quick practical calculations,
the formula of Wilke and Chang is often sufficient with the comple-
mentgay assumption that the diffusivities in solutions vary roughly
as up -8 in the aqueous solutions usually taken to determine the
interfacial parameters in gas-liquid contactors.

Finally it may be emphasized that many experiments must be car-
ried out to exactly know gas solubility and diffusivity in liquids.
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To this end it is interesting to note that Takeuchi et al. (47)
have published results of diffusivity and solubility of COz in non-
electrolytic liquids simultaneously measured in a diaphragm cell.
The results show good agreement with others in the literature.

Such difficulties of knowing the solubility or the diffusivity
of gas with good accuracy are sometimes overcome by use of the la-
boratory models, such as a laminar-jet or a wetted-wall column,
for determination of the interfacial parameters. Indeed in this
case, only a mathematical combination of solubility and diffusivi-
ty such as Cp/Dp is necessary, not the separate values of CX and
Dp. But for industrial design, the separate knowledge of these two
parameters is most often necessary and the studies presently revie-
wed will be extremely helpful.

4, Measurement of interfacial areas and mass-transfer coef-
ficients

Gas holdup, interfacial area, and mass transfer coefficients
are also important variables determining the mass transfer rates
in gas-liquid contacting devices. Because of the diversity of
equipment used for contacting gas and liquid and, furthermore,
the substantial change in the state and flow of phases in given ty-
pe of equipment with variation of operating conditions, it is not
surprising that quite a number of techniques is proposed for measu-
ring interfacial parameters. They can be classified into two cate-
gories : local measurements with physical techniques such as light
scattering or reflection, photography, or electric-conductivity
methods, and global measurements with chemical techniques. Each
method has its advantages and its drawbacks. Though the ground
of these techniques is now well established (56, 57, 60) intensi-
ve researches have been published recently on that topics.

41, Physical methods. Physical measurements can be made
of gas holdup o, bubble size, and specific surface area a' in gas
liquid dispersions, as usually encountered in bubble columns,
plate columns, mechanically agitated tanks, and spray towers. Any
two of these interfacial parameters are sufficient to define all
three, since they are interrelated (a' = 6a/dgqy) where dgy is the
volume surface mean diameter or Sauter mean diameter. The gas hold-
up is determined directly by measuring the height of the aerated
liquid and that of the clear liquid without aeration. This method
is rapid, but is not very accurate (15-20 % accuracy) especially
when waves or foams are occuring on the top of the dispersion. An
alternate and more accurate manometric technique consists in compu-
ting o from measurements of the clear liquid height in the disper-
sion at successive manometer tappings on the side of the froth con-
tainer (52, 54). The electrical technique is based on measuring the
surface elevation at certain selected points by means of an elec-
trically conductive tip. The height is determined by the vertical
position of the tip at which the sum of contact times equals one
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half of the measurement period (55). The gamma-ray transmission
technique depends on the use of the relationship 1In Io/I = Aps
where Ip/I is the intensity ratio bet ween incident beam of radia-
tion and transmitted beam A is the mass absorption coefficient, p
is the density to be measured (simply related to gas holdup) and
s is the thickness of the absorbing medium. (56) :

The Sauter mean particle size of dispersion is evaluated direct-
ly by a statistical analysis of high-speed flash photomicrographs
when the dispersion is dynamically maintained. Photographs are ta-
ken through the wall of the transparent reactor or in the interior
of the reactor with the aid of an intrascope. To avoid any wall ef-
fect or perturbation effect that may occur with this method, a
sampling apparatus for the photographic technique may be used where
bubbles are extracted from the tank containing the dispersion by
means of a calibrated capillary tube or a tube connected to a small
square-section column through which a continuous flow of liquid and
bubbles rises. The photographic technique for measurement of bubble
size is time consuming and most often gives local values on condi-
tions near the wall ; it may miss a small number of large bubbles,
and is best used in the case of small gas holdup, i.e., at low gas
velocity.

The local interfacial contact area is determined directly by
light-transmission and reflection techniques. In the light-trans-
mission technique, a parallel beam of light is passed through the
dispersion and a photocell is placed at some distance from it.
Light scattered by the bubbles passes outside the photocell and is
lost, while the unscattered part of the incident parallel beam is
recorded by the photocell at the extremity of an internally blacke-
ned tube. Calderbank (57) showed that for scattering bubbles,
which are large in comparison with the wavelength of light, the
scattering cross-section is equal to its projected area. Further-
more the total interfacial area per unit volume of the dispersion
a' equals four times the projected area per unit volume, giving the
equation In Io/I = v = a' L/4 = In t/t, where L is the optical
path length. By comnecting the photocell to a light-quantity meter
and electric timer, it is possible to measure the times for a gi-
ven quantity of light to be received by the photocell, when the
light passes through the liquid (ty), and through the dispersion
(t). This technique holds for values of a'L < 25, when multiple
scattering is negligible and for bubble diameters larger than 50u.
Quite recently Landau et al. (58) extended this method to condi-
tions when the light source and photocell are placed outside the
colum and multiple scattering is taken into account. An interes-
ting empirical correlation based on anisotropic scattering in all
six mutually perpendicular directions is given,

a'L/4 = (Inlp/I)/I-¢ with ¢ = 1-6.59 (1-exp-0.233t)/t which is va-
lid for a'L up to 100. This represents a fourfold increase of the
range of the applicability of the light attenuation technique which
is not time consuming. The range of interfacial area is up to

8 cm ' with fractions of light transmitted less than 0.02 and va-
lues of a' are approximating by 5 % those obtained simultaneously
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by the photographic method.
42, Chemical methods

Chemical methods to determine gas-liquid interfacial areas and
mass transfer coefficients have been intensively developed for the
last ten years (60-69). The principles of these methods are deduced
from the theory of Isotherm absorption with chemical reaction : a
gas A is absorbed into a liquid,kwhere it undergoes a reaction with
a dissolved reactant B : A + zB 3 Products. By choosing a reactant
having a suitable solubility and concentration along with an ade-
quate rate of reaction, either the mass-transfer coefficients or
the interfacial area (or both) can be deduced from the overall ra-
te of absorption depending on the limiting step being the diffu-
sion or the reaction (or both). Generally a steady flow of each
phase through the reactor is assumed.

To my opinion what has been really new during the two last years
concerns the application of this technique to organic and viscous
liquids by Sridharan and Sharma (64) and Ganguli and Van den Berg
(65) . The suggested reactions between CO; and selected amines in
hydrocarbon solvents such as toluene, xylene..., in polar solvents
such as cyclohexanol and in highly viscous solvents such as die-
thylene and polyethyleneglycol (64) and the hydrogenation of edi-
ble oil in the presence of an homogeneous Ziegler-Natta catalyst
(65) deserve now some complementary kinetics study.

43, Comments on physical and chemical methods : their limits

The specific surface area of contact for mass transfer in a gas
liquid dispersion (or in any type of gas-liquid reactor) is defi-
ned as the interfacial area of all the bubbles or drops (or phase
element such as films or rivulets) within a volume element, divi-
ded by the volume of that element. It is necessary to distinguish
between the overall specific contact area for the whole reactor
with volume, and the local specific contact area for a small vo-
lume element in the reactor - a consequence of variations in local
gas holdup and in the local Sauter mean diameter. So there is need
for a direct determination of overall interfacial area, over the
entire reactor, which is possible with use of the chemical techni-
que.

At the outset, a technique that measures over all values cannot
be used without restrictions that arise from the results observed
with physical methods. For example the chemical method can hardly
be used with fast coalescing systems, since the presence of a
chemical compound may well reduce the coalescence rates. Also, as
observed with physical methods, the wide variation of specific
contact area at different locations in the reactor negates the mea-
ning of an average value. In fact, physical and chemical techniques
should be used simultaneously to identify more fully the phenomena
that occur in gas-liquid reactors. While the chemical methods pro-
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vide overall values of interfacial area that are immediately usa-
ble for design, we must also know the variations of the local in-
terfacial parameters (o, dgy) within the reactor in order to deal
competently with scale-up. These complementary data, measured by
physical methods, should be obtained from local simultaneous mea-
surements of two of the three interfacial parameters (o, a', dgy).
In order to gather these complementary informations simultaneously
the electroresistivity probe, proposed by Burgess and Calderbank
(53, 59) for the measurement of bubble properties in bubble dis-
persions, is a very promising apparatus. A three-dimensional re-
sistivity probe with five channels was designed in order to sense
the bubble-approach angle, as well as to measure bubble size and
velocity in sieve-tray froths. Gas holdup, gas-flow specific in-
terfacial area, and even gas and liquid-side mass transfer effi-
ciencies have been calculated directly from the local measured dis-
tributions of bubble size and velocity. This method has revealed
an interesting result : the interfacial areas reported compare ve-
ry favorably with those computed from experimental global measure-
ments using liquid-phase controlled chemical gas absorption, but
are lower than those measured using photography. Whereas photogra-
phy through the container wall appears to truncate data above
equivalent diameters of about 15 mm, the probe used by Burgess and
Calderbank only deletes data below a diameter of 4 mm. So the dif-
ference between the interfacial values measured by the chemical
and photographic methods may be due to a small number fraction of
large bubbles dominating the interfacial area parameters of an as-
sembly of small and large bubbles, as in a sieve tray, and to
their apparent inadvertent omission by photography. This is a good
example of the limitation of the physical methods, where here they
provide one datum within a local volume (dgy) and the other datum
information o« for the entire reaction volume.

Moreover, always in the case of the determination of interfacial
parameters in gas-liquid dispersion in stirred tank, Midoux (61)
has proposed an asymptotic modelisation for bubble dispersion in as-
suming that each bubble has a life time decreasing with the diame-
ter. The model leads to conditions that allow for the evaluation of
the actual interfacial parameters with a 10 % accuracy. These con-
ditions give either the superior limits of the absorption efficien-
cy Ep or the inferior limits of a criterion 6°=dgyy°/6P5tg in which
the inlet solute concentration yg, the initial average absorption
¥o and the gas space time are taken into account. For the determi-
nation of kja in slow reaction regime, the conditions are 6°>3.33
or Ep < 0.27. For the determination of the interfacial area a with
the pseudo-mth order reaction, if the order m is 1 or 2, 6° mini
are respectively 2.60 and 3.70 and Ep maxi are 0.30 and 0.21. Fol-
lowing the author such conditions explains why the interfacial
areas are seldom measured in reactors of great size : the values
of tg are too high leading to too small values of 6°.

A question may arise about the data obtained with the previous
techniques which is how the parameters so evaluated can be extrapo-
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lated to other operating conditions ; for example, from chemical
absorption to physical absorption, or vaporization. In other words
is the value of ki, or a for the hydrodynamic conditions of chemi-
cal absorption the same as for the hydrodynamic conditions of phy-
sical absorption ? (66, 70, 71). In a packed colum, some zones of
liquid in the packing are almost motionless, becoming saturated by
the absorbing gas during physical absorption and hence almost inef-
fective to mass transfer. When the absorbing capacity of the li-
quid is increased by a chemical reactant, these zones may still be
effective, and measurement of the amount of gas absorbed may give
the impression that kj, and a have greater values. Also in a mecha-
nically agitated reactor, in the case of absorption with a fast
chemical reaction, the mass-transfer coefficient is independent of
the hydrodynamics and equal at every point in the vessel, and the
interfacial areas in all parts of the agitated vessel contribute
equally to mass-transfer. But in the case of physical desorption
or absorption, the mass-transfer coefficient can have quite diffe-
rent values, e.g. around the agitator and far away from it.

Thus the assumption of the same value for interfacial area in
physical and chemical absorption leads to uncertainty, especially
if the mass transfer coefficient is deduced from kja measured by
physical absorption or desorption and from a in a chemical ab-
sorption. The effective interfacial area in the case of the fast
reaction system where the absorbing capacity is increased by a
chemical reactant is substantially larger than the effective in-
terfacial area for physical absorption or desorption, as pointed
out by Joosten and Danckwerts (70) that introduced a correction
factor y, the ratio between the increase of liquid absorption ca-
pacity (1+Cpo,/zCA) and the increase of mass transfer due to chemi-
cal reaction (E).

The technique of simultaneous absorption with fast pseudo-mth-
order reaction and physical absorption or desorption concurrently,
(66-68) is certainly a promising effort to understand the whole
complex problem of transport in gas-liquid reactors, since it pro-
vides simultaneous measurement of kja and a. But still it may lea-
ve some doubt as to a value of ki, which can be changed by the oc-
curence of chemical reaction (66). As discussed by Prasher (69), it
will be even more promising to conduct such simultaneous experi-
ments in a regime where both hydrodynamics and reaction have compa-
rable effects. So it seems important to remark that adequate tech-
niques now exist, and the coming years should provide the data nee-
ded to clarify the picture.

5. Some considerations on hydrodynamics and mass transfer and in-
terfacial areas in gas-Iiquid reactors : application to trickle
beds and well-stirred tank reactors

The choice of a suitable reactor for a gas-liquid reaction or
absorption is very often a question of matching the reaction kine-
tics with the characteristics of the reactors to be used. The spe-
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cific interfacial area a, liquid holdup B8, and mass transfer coef-
ficients kja and kga are thus very important characteristics of
gas-liquid reactors. Table I gives the typical values of these pa-
rameters that are provided by some typical contactors for fluid
with properties not very different of those of air and water (es-
peciaély for liquid vicosity smaller than 5 cP and for nonfoaming
liquid).

Only a few recent results for co-current downflow packed bed
and well stirred tank will be presented in the present review for
the illustration of the previous considerations and because of the
complex and simultaneous mechanism involved. A similar and comple-
te review for the case of bubble columns may be obtained in the
texts published by Deckwer et al. (72) and by Kastanek et al. (73).

51. Trickle-bed reactors

Trickle-bed reactors or similar equipment are used in the pe-
troleum, petrochemical and chemical industries as well as in the
field of waste water treatment where the trickle-bed is an alter-
nate to biological oxidation. Since three phases are present, ana-
lysis of reactor performances requires a careful study of the in-
trareactor, interphase, intraparticle mass transport and intrin-
sic kinetics. The topics as a whole is reviewed in the excellent
papers (74-76) for hydrodynamics and kinetics for petroleum appli-
cations (especially hydrogenations) and (77) for mass transfer and
kinetics for oxidation application. _

Most recent works deal with modelling (75), solid-liquid con-
tacting effectiveness (79 - 82) and gas-liquid mass transfer and
hydrodynamics (83 - 90). Conflicting data about the degree of ca-
talyst utilisation depending on phase flowrates under the locali-
zation of the reaction either in the gas phase in dry zone or in
the liquid phase, mean that solid-liquid contacting effectiveness,
with either the internal wetting (pore filling) or external cata-
lyst surface wetting, plays a complex role, according to the reac-
tion type, which must be considered in the design of trickle-bed
reactors. Several scale-up criteria have been proposed to take
into account the reactor performances with the liquid flowrate
that are developed on the basis of the ideal pseudo-homogeneous
model (75). This model takes into account only the liquid phase
with (a) plug flow, (b) no mass transfer limitation, (c) first or-
der isothermal, irreversible reaction with respect to the liquid
reactant, (d) total wetting of the pellets, (e) no vaporization
nor condensation and the relationship between the inlet Cjj and
outlet Coyt concentration of the liquid reactant (or conversion X)
is given by

3600 ]g, (1-€)n
LHSV

C.
1n C-—m = - In(1-X) =
out
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where n is the catalyst effectiveness factor for letely wetted
particle calculated from Thiele Modulus ¢ = (V. )BE\,?ﬁi, ky is
the intrinsic kinetic rate constant per unit catalyst volume, €

is the bed porosity and LHSV is the liquid hourly space velocity.
Because of the hydrodynamic behaviour of the trickle beds, the ap-
parent kinetic rate constant k and/or the liquid-solid contac-
ting effectiveness nrg (with tﬁgpparticles wetted partially or wet-
ted with semi stagnant liquid pockets) are different of the ideal
values. The scale-up criteria are thus based on the non-capillary
liquid holdup (91), kapp = kyBnc, on the fraction of the external
pellets area that is wetted (92), kapp = ky(aw/ay) or on the ac-
tual contacting effectiveness nTg = n.nc. In the last case nc is
defined as the degree of catalyst utilization (outside and inside
the pellet) compared with that when the particles are completely
and uniform in contact with the flowing liquid. Colombo et al. (81)
expressed the solid-1liquid contacting effectiveness by the ratio
between the apparent diffusivity (Dj)app Of a tracer in a porous
particle in trickle bed reactor partially wetted and the same dif-
fusivity Dj determined in the full reactor. They calculate nTB
from a Thiele modulus defined through (Dj)app as

¢ = ¢/Di/(Di)app. Dudukovic (82) defined gge effectiveness fac-
tor for a partially wetted catalyst for a reaction occuring only
in the liquid filled pore region that may be calculated from a
Thiele modulus defined with the diameter proportional to Veff/Seff
where Veff is the wetted pellet volume and S is the external
wetted area of the pellet ¢TB = Veff/Seff) vky/Dj = (ni/ncg)e, i.e.,
ncg and ny represent the fraction of external area wetted and the
fraction of internal volume wetted. A complete answer to the so-
lid-liquid contacting effectiveness that necessitates complementa-
Ty experimental supports will probably be given when the complex
hydrodynamics of the liquid trickling over the packing is better
known. Besides there are trickle-bed operations such as oxidation
in aqueous solutions for which gas-liquid and liquid-solid mass
transfer resistances are significant and reliable information for
mass transfer coefficient and interfacial areas show that the va-
lues of such parameters are again strongiy.depending on the hydro-
dynamics (74, 75, 78). It has to be sized that the determina-
tion of th 55 tTansfer parameters should be carried out under
reaction conditions with porous catalyst thus including the simul-
taneous reaction and hydrodynamics influence. The hydrodynamics of
trickle-bed reactors is mainly characterized by the liquid holdup
and the pressure drop for the different gas-liquid flow patterns
encountered. Indeed at low liquid and gas flowrates (L < 5 kg/m2.s
and G < 0.01 kg/m2.s) a trickling flow exists where the flow of
the liquid is little affected by the gas (small gas-liquid interac-
tion regime). An increase of gas and/or liquid flowrates leads to
pulsing and spray flow for nonfoaming liquids, and foaming, foa-
ming-pulsing, pulsing and spray flow for foaming liquids (high gas-
liquid interaction). By taking into account the properties of the
fluids, a flow pattern diagram was proposed by Charpentier et al.
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(86, 93) with lines (transition regimes rather than points of
abrupt change) to separate the flow regimes.

Such a diagram is proposed for nonfoaming hydrocarbons, for hy-
drocarbon foaming in presence of a gas flowrate in the range
20-30°C, and for viscous organic liquids (in the ranges up=0.31-70
cp ; op=19-75 dyn/cm ; pp=0.65-1.15 g/cm3). Experimental results
for foaming and nonfoaming aqueous solutions on nonwettable glass
beads (89) and for foaming aqueous liquids on glass packings (88)
indicate that use of the empirical Baker coordinates of this dia-
gram does not cause the transition line from small gas-liquid in-
teraction regime to high interaction to coincide especially for
aqueous liquids. Thus it would be more desirable to develop a flow
map, based on a sound theoretical foundation, which accounts pro-
perly for the influence of the physical and foaming properties of
the fluid and the wetting characteristics of the packing. Guidance
could be found in the interesting works by Taitel and Dukler (94,
95) for flows in empty tubes and by Talmor (90) for flows through
catalyst beds where the mechanisms for transition are based on phy-
sical concepts, i.e., combination of Bernouilli effects, gravity
forces, buoyant forces, transfer of energy to the liquid to create
waves... or in terms of a force ratio relating inertia plus gravi-
ty forces to viscous plus interphase forces.

In the trickling flow of liquid, the noncapillary holdup Bpc is
mainly a function of the superficial liquid flowrate L and proper-
ties as well as catalyst characteristics. From a detailed inspec-
tion of the literatpyre data, it seems that Bpc is correlated as
proportional to LauE where the exponent a is a function of the li-
quid texture (86, 93). Indeed the dynamic regime of the trickling
liquid certainly changes from gravity-viscosity to gravity-inertia
and then to gravity surface and the exponent a may have different
values which are not systematically equal to 0.33 as very often
suggested but depend on L, yj, and the particle diameter. It is in-
teresting to note that, if in the model for scaling-up based on
the liquid holdup (91), Bpc is considered as proportional 1:oaL"=l
the corresponding relationship is replaced by 1nCin/C,,,¢<kyZ
(LHSV) '=2, The slope (1-a) of 1n(Cin/Coyt) versus ?I/EH§V) at
otherwise constant reaction conditions was assumed to be 0.66 by
Henry and Gilbert (91) which supposes a = 0.33. But in an experi-
mental study on desulfurization, demetallization and denitrogena-
tion of various gasoils by Paraskos et al. (96) the slope was
found to range from 0.532 to 0.922 which corresponds to the expe-
rimental range from 0.58 to 0.86 obtained by Charpentier et al.
(86, 87, 2%) for B, experimental data concerning various hydro-
carbons and organic liquids. In the high interaction regime, the
liquid holdup and the pressure drop are determined by semi-empiri-
cal correlations using either momentum or energy balances and thus
relating two-phase parameters proportional either to the resultant
of the friction forces or to the frictional power to the values of
the same parameters when only one phase is flowing with the same
superficial flowrate as in the case of two-phase flow (85 - 88,
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93). Note that this single parameters should be determined expe-
Timentally with the gas and the liquid phase to be used. So diffe-
rents correlations are presented depending whether the liquid is
viscous, nonfoaming or foaming (88, 93).

It is interesting to note that this foam ability cannot be es-
timated a priori with the physico-chemical properties such as sur-
face tension (for example cyclohexane and kerosene have practical-
ly the same density, viscosity and surface tension, but in presen-
ce of a gas flowrate and for the same liquid flowrate, kerosene
may foam leading to pressure drop ten times and even more higher
than the nonfoaming cyclohexane). However it is well known that
the foaminess of a liquid in the presence of a gas phase is caused
by the decreased coalescence of gas bubbles trapped in the liquid.
So the coalescence rate of pairs of identical bubbles generated and
injected in the liquid can be quantitatively related to the foam
ability (93). Indeed it was observed that for pure cyclohexane or
for mixtures of cyclohexane and small weight percentages of desul-
furized gas-oil there is 100 % coalescence (all the pairs of bub-
bles coalesce after their injection in the liquid) and such li-
quids are not foaming while between 6 and 14 % of added desulfuri-
zed gasoil, the coalescence rate is decreasing abruptly from 100 %
to 0 % though the surface tension and the viscosity are varying ve-
ry slightly (of, = 25.55 - 26 dyn/cm and uj, = 0.95 - 1.10 cp). When
the coalescence rate is zero the fluid may be characterized as
foaming. If the pressure loss is measured simultaneously in the
packed reactor at the same gas and liquid flowrate of the liquids,
it continuously increase from the value obtained for the nonfoa-
ming cyclohexane to the value obtained for the foaming desulfuri-
zed gasoil (93). So this quantitative empirical rate coalescence
technique could be developed as a first step to characterize foa-
miness.

It should be also emphasized that data obtained with air and
water and glass sphere systems should be used with a particular
care if considered as representative of organic and foaming fluids
and that the hydrodynamic results concern generally small column
diameter (< 15 cm) with a good initial liquid distribution. For
industrial reactors up to as much as 3 m in diameter and working
at high temperature and pressure, it has not yet been proved that
foaming occurs but it may be that some segregation in the flow of
the phases lead to less important gas-liquid interaction and the-
refore to smaller pressure loss especially when the liquids are
not foaming. So a considerable interest should be focused on the
realisation of the initial distribution.

52. Well stirred tank reactor

Mechanically agitated bubble contactors are very effective with
viscous liquids or slurries or at very low gas flowrates or at
large liquid volumes. They are also noted for the ease with which
the intensity of agitation can be varied and the heat can be remo-
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ved. Their main disadvantage is that both gas and liquid are al-
most completely backmixed. A considerable amount of information is
available in literature on these contactors and.comprehensive re-
views have been published and are summarized in ref. (97). This ty-
pe of gas-liquid reactor shows also a good example where mass
transfer and kinetics performances are strongly connected with the
hydrodynamics and have focused many important researches these
last years. It appears that values of H/T = 1, D/T in the range
0.4 to 0.5 and Hp/T in the range 0.33 to 0.5 with the gas superfi-
cial velocity ug limited to less than 5 cm/s are likely to be most
desirable for gas contacting with a simple impeller (T is the tank
diameter, H the clear liquid height, D the agitator diameter si-
tuated at level Hp).

For a particular impeller type, the interfacial parameters (gas
holdup a, interfacial area and mass and heat transfer coefficients)
are strongly dependent on ionic strength (liquids inhibiting coa-
lescence), ion valence number, viscosity, surface tension, by the
presence of solid or immiscible liquid and once again by the foam
ability of the aqueous or organic liquid (67, 98 - 102). Thus it
is nearly impossible to predict a priori these parameters. However
it is well known that the scale-up is practicable from experiments
carried out with the actual gas-liquid system in a small agitator
contactor (T = 10 to 20 cm). At higher tank diameter, to ensure the
same specific interfacial area or liquid overall mass transfer
coefficient, scale-up should be spent based upon constant total
power input per unit volume of liquid ey = ej +ep, geometrically
similar vessels and the same superficial gas velocity (ep and ep
are the mechanical agitation and sparged-gas power contributions).
The real difficulty is in calculating the mechanical agitation po-
wer (Pa=epVL). The mechanical agitation power requirement Po of an
ungassed newtonian liquid can be easily predicted for a number of
impeller types from semitheoretical correlations of power number

and agitation Reynolds number. However the impeller power input
P, to the gas-liquid dispersion decreases compared to that of the
gas free liquid. The reduction in power is dependent upon the agi-
tator type, liquid phase physico-chemical properties, tank geome-
try and gas sparging rate Qg. Hassan and Robinson (98) derived re-
cently a semitheoretical equation from dimensional analyses to re-
present experimental data concerning water and aqueous solutions
of either inorganic electrolytes or organics in two fully baffled
stirred tanks (2.6 and 19 litres) with three types of turbine and
paddle impellers over a range corresponding to a 100 fold varia-
tion in power input,

-0.38 4_.

2.3
P/P = C; (N'Do /o)™ (@/ND*)
The fitted exponent m was slightly dependent on impeller type

(-0.19 to -0.25) and the constant C{ was found to be dependent on
impeller type, tank size and electrolytic nature of aqueous phase.
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Loiseau et al. (100) have proposed to use empirical Michel and
Miller (103) types of correlations to fit experimental data con-
cerning water and aqueous, organic and foaming liquid systems in-
side two fully baffled small vessels (5.5 and 8.9 litres) agitated
by a six flat-blade Rushton types of disk turbine.

- 3,.0.56|n _
P, = C |P_ND”/ =cM

with, for nonfoaming solutions and pure liquids C = 0.83 and 3
n = 0.45 and for foaming solutions.C = 0.69, n = 0.45 if M<2.10
and C = 1.88, n = 0.31 if M > 2.10”. The accuracy is 20 %. Loiseau
et al. (100) and Midoux (61) have compared the correlation for the
nonfoaming liquid (Pa = 0.83 M0-45) with the literature data con-
cerning different standard tank sizes and Rushton turbine impeller
types (Figure 3a) and a relatively good fit was obtained (within
30 %) with the complementary conditions 0.05 < us < 9 am/s and

1 < M < 107. This correlation also applies to experimental data
presented by Edney et al. (101) for non-newtonian fluids or by
Pollard et al. (106) for several superposed agitators. Midoux has
proposed to take_ﬂib'o consideration the number of blades np by the
relation C = 0.34 np*°- Values of C and n for other impeller types
and different gas Bistribution are found in reference (61). It is
interesting to note that such a correlation can be used to scale-
up the experimental data of Foust et al. (104) for arrow head im-
peller (from 26 litres to 8.9 m3) and Cooper et al. (105) for two
flat-blades impeller (from 11 litres to 8.6 m3) as shown in Figu-
re 3b. This corresponds approximatively to a linear scaling up ra-
tio of 10 (or a volumetric ratio of about 800-1000). But like in
the case of the hydrodynamics of trickle bed reactors there still
exist the problem of defining a priori the foam ability of the
liquid in order to choose the corresponding scaling-up correlation
because correlations for water an aqueous solutions of non elec-
trolytes cannot be used to predict P; (and o) in electrolyte solu-
tions, and vice versa (98, 100).

6. Prediction of the effect of a chemical reaction in an absorber
by laboratory scale apparatus : simulation

Among the different steps in designing industrial absorbers or
reactors, we have seen that the determination of solubility and
diffusivity of one or several solutes in a reacting solution with
unknown kinetics can be a challenging problem. These difficulties
have justified making relatively simple laboratory models with a
well-defined interfacial area, and carrying out experiments to ob-
tain data directly applicable to design. The aim is thus to predict
the effect of chemical reaction in an industrial absorber from
tests in a laboratory model with the same gas-liquid reactants, or
to predict the reactor length for a specified duty, using data from
the laboratory model, even though the means of agitating the liquid
in the two types of equipment is quite different. This promising
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technique has been intensively developed these last years (107-118)
and the methodology used deserves a particular attention. The cri-
teria for simulating an industrial absorber are obtained in consi-
dering a small but representative volume element Qdh of an indus-
trial tubular absorber in which a gas-liquid reaction occurs (A +
zB + Products). The material-balance equations for this case, when
the gas contains only one soluble component and the liquid only one
reactant, are

u
9k K5,Ch,Cp ,Cpo)andh = - Vp?% dp, = u QdC,  + r(Cy,,Cp.)80dh
- uLQdCBo =z r(CAo,CBo)Bth

Rearranging these two equations leads to double numerical inte-
gration over the length h of the absorber,

out out out
a dh _ 4Cao _ ] Cpo
UL k; ,k-,C},C z K; 5k,C»Cp»C
in 9K kg5CasCpg5Cpo) in ¢ (K5 CpsCaoCpo)

ut
1 ug dpy,
% u (ks ,k-,C*,C, ,C )
in UL#KsKGsCasCagsCpg

out in ac
gdh_1 Bo
Yy oz T(Cros Cpo)

in

in out
Consider now a laboratory absorber in which the liquid and gas
are agitated in a way that gives rise to mass-transfer coefficients
kg and ki, of the same magnitude as in the industrial absorber (when
they are assumed constant over the (height) . Also assume that the
ratio ug/up, the concentrations Ca, Caos CBo, the temperature, and
the pressure in the laboratory absorber are the same as those of
the volume element located at length, h of the industrial absorber.
Then the specific rate of absorption ¢ = ¢(kg, kg, CX, Cao» Cpo) is
the same in both apparatuses, and the right side of previous equa-
tions are also the same, for the same concentration or partial
pressure limits (i.e. entrance and exit bulk concentrations). It
follows that the ratio ah/uL is identical for both absorbers, hence

ho_ W2 e
b, W7a, u, )y m
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which defines a scaling ratio and means that the space time is the
same in the volume element of the industrial absorber and in the
laboratory model. Combination of the above equations leads to
(a/8) = (ay/Bm) = An/BnVin = Ap/VL- This shows that, per umnit volu-
me of absorber or reactor, the ratio of interfacial area to liquid
holdup is the same in the laboratory model and the industrial ab-
sorber (Ap/Vy).

Therefore the three 'criteria" for simulation are identical va-
lues of k1, kg and a/g in the industrial and the laboratory absor-
ber. '"Simulation' means that, if the bulk compositions of gas and
liquid in the laboratory absorber are the same as in a volume ele-
ment of the industrial absorber, the absorption rate per unit in-
terfacial area ¢ in this element will be the same as in the labo-
ratory model ¢, whatever the means of agitating the gas and the
liquid in the two absorbers. Thus ¢p = ¢ can be determined experi-
mentally as a function of Cpy, Cpg, Or p, and the above balance
equations can be integrated numerically step by step between the
limit compositions at the entrance and the exit of the industrial
absorber to find the length h of the absorber. The third criterion
(a/B) is required whenever the reaction between dissolved gas and
a reactant in solution is slow. Indeed reactions will proceed in
the bulk liquid, and the rate of absorption in industrial or labo-
ratory absorber will depend upon the volume of bulk liquid availa-
ble per unit area of interface. Comparison of Tables (I) and (II)
leads to the choice of the laboratory equipment (62, 110) for a
specified gas-liquid contactor. For example it may be seen that
any wetted wall or stirred vessel can simulate a packed column
i(EWith respect to kp, and kg) for reactions occuring in the liquid

ilm.

A laboratory model which simulates a "point" in a tubular co-
lum is used when it is possible to calculate the corresponding
compositions of the gas and the liquid streams at various points
in the column (differential simulation). The specific absorption
flux ¢ for the gas-liquid system concerned is thus systematically
measured in the model for different solute partial pressures and
liquid reactant concentrations corresponding to those that exist
in different points in the colum. Knowledge of these absorption
rates is essential for predictive calculation of the column length
h, as the consecutive values of ¢, from the model must be used to
integrate the mass balance equation between the inlet and outlet
conditions of the packed column,

in in
PY g —1 Gy
? “ out 'Pm(k ’kG’C:\’CBo) =

*
out "m(kL’kG’CA’CBo)
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TABLE II - Values of the simulation criteria in laboratory models

ROTA. LAMI- . TRING
MODEL ROTA- huovING | LAMI- TwETTED. WAL COLUMN [STEN mneﬂ

prum |BAND | et [sprere [CYHNT CONE fompaniel '
TIME OF 2.10% | 60f| 102 | 10" | 10" | 2.0 | 107 | 6.102
CONTACT A N
(s) 10 6.102] 10 1 2 1 2 10
INTERFACIAL 2 o6 | o3 10 10 30 4
AREA 80
Ay (cm2) | 100 ) 10 | 40 | 100 360 | e0
.4, Jo.016 |o0.021 | 0.016 | 0.005 | 0.0036] 0.005 J0.0036] 0.0016
kt(cm.s )
0.356 | 0.210 | 0.160 | 0.016 | 0.016 | 0.011 [0.016 |o0.021
108 ks 10 1 1
3 - - 1 - 9
(mole.cni? 5L atm') , P 28 8
100 | so 20 | 2 28 40 | 20 [o.002
Anl VY ° _
(em™) 1250 | 400 80 60 60 70 6o |o.540

With this technique, Laurent (111) used a 10 cm i.d. double-
stirred cell to simulate a 30 cm i.d. column packed with 20 mm
glass Raschig rings in a height of 1.92 m. CO; from air was absor-
bed into sodium hydroxide and sodium carbonate solutions, both in
the stirred cell and in the packed column, so as to compare the
predictions from the model with the packed-column results for dif-
ferent values of up, ug, and gas and reactant concentrations. The
predicted and actual heights differed by less than 20 percent in
all cases, indicating that this method is quite sound. Danckwerts
and Alper (108) have even obtained better prediction (within 10 %)
with the same gas-liquid system, using different packing heights
for constant fluid flowrates.

Differential simulation is not applicable in cases where the
absorption rate is influenced by reactions occuring in liquid bulk
or between several reagentsand gases. In this case the height of
the model is related to that of the full sized reactor by a known
scaling factor h/hy and the model simulates all the essential fea-
tures of the reactor when the inlet and outlet compositions are
the same in both equipment without any assumption about the trans-
fer mechanism or reaction kinetics (integral simulation). A clas-
sical example is the simulation of a 'complete' packed column of
known up, up/ug, h, ki, kg and a/8 (as regard both gas and liquid
side phenomenae and bulk reactions) by a string of spheres with a
cylindrical pool at the top of each sphere to increase the liquid
holdup and to vary the values of the third simulating criterion
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10 < a/B < 25 (109, 112). Once the gas and liquid volumetric flow-
rates qj, and qg are determined in the model so that kj, and kg are
the same as in the packed column and once the number of spheres
and the dimension of the pool on the top of the spheres are calcu-
lated so that a/B is the same (which leads to the scaling ratio,
h/hp) , the model now simulates all the essential features of the
colum and if the inlet compositions are the same so are the out-
let compositions. The total absorption rate ¢. of the packed co-
lum is thus predicted from the measurement o% the total absorp-
tion rate in the model &¢;,. An excellent illustration of this tech-
nique has been presentedmby Alper and Danckwerts (109) where a

10 cm diameter column packed with 1.27 cm ceramic Raschig rings
over 158 cm height is simulated by a string of 10 hollow spheres
column, 49 cm height. The experiments have been carried out in
cases where the bulk concentration of the reactants at a given le-
vel in the column could not be calculated using a material balance
equation thus leading to theoretical predictions either too com-
plicated, if indeed possible, or involving large errors. In each
case the difference between predicted and measured total absorp-
tion rate was within 7 $%.

Finally, it must be emphasized the considerable potential of the
simulation technique. Though these small equipment have been inten-
sively used to determine kinetics or interfacial parameters for
gas-liquid reactions (113-118) it should be suggested that they may
used now also for simulation of gas-liquid reactors different of
gacked colums and in the case of complex reactions with heat af-

ects.
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Biochemical Reaction Engineering

ARTHUR E. HUMPHREY

Department of Chemical and Biochemical Engineering, University of Pennsylvania,
Philadelphia, PA 19104

The literature dealing with the kinetic behavior of biologi-
cal reactor systems surely must be as extensive, if not more so,
than that for chemical systems. Hence, any reasonable review of
biological reactor systems must of necessity be rather cursory in
character. Consequently, I would like to pick and choose my
topics in this review, focusing on those items I have personally
found most important in dealing with fermenting systems. In
particular, I will deal with fermenting systems for the produc-
tion of chemicals such as antibiotics, production of potential
food and feed such as single cell protein, and biological conver-
sion of wastes. This review will be divided into three parts:

1. basic biological kinetics

2. typical biological reactor configurations

3. specific examples

Biological Kinetics

The kinetics of biological systems may be expressed at four
different system levels. These include

1. molecular or enzyme level

2. macromolecular or cellular component level

3. cellular level

4. population level

Each level of expression has a unique characteristic that
leads to a rather specific kinetic treatment. For example, bio-
logical reactions at the molecular level invariably involve en-
zyme catalyzed reactions. These reactions, when they occur in
solution, behave in a manner similar to homogeneous catalyzed
chemical reactions. However, enzymes can be attached to inert
solid supports or contained within a solid cell structure. In
this case, the kinetics are similar to those for heterogeneous
catalyzed chemical reactions.

Enzyme Kinetics. In their simplest form, enzyme catalyzed
reactions, occurring in a well-mixed solution, are characterized

0-8412-0432-2/78,/47-072-262$06.50/0
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by the well-known Michaelis-Menten kinetic expression(l)This rela-
tionship depicts the substrate, S, combining reversibly with the
enzyme, E, to form an enzyme-substrate complex, ES, that can irre-
versibly decompose to the product and the enzyme, i.e.

k k
E+S ‘_._..'—*"1 ES———t2om E4P 1)
k
-1

This leads to a kinetic expression for the velocity of the re-
action, v, of the following form:

v = maxx - k+2EoS (2)
KM+S k ,+k
-1 42 +
< S
+1
where v =k _E 1is the maximum observable reaction rate at high

substrate concefitration and, hence, is only limited by the initial
enzyme concentration, Eo’ KM is the dissociation constant. When

k

and +2 << k—l’ then KM = KS

k
ES—Z—’- E+P is limiting
The saturation constant, K =k _ /k,., is an indication of the affi-
nity of the enzyme active site for the substrate.

Basically two kinds of catalytic poisoning or inhibition are
considered.These include inhibition by competition for the active
site by a non-reactive substrate and inhibition by a substance
that modifies the enzyme activity but does not compete for the ac-
tive site. This behavior is illustrated in equation (3).

EIS 3)
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where
app KI
“max k-i-ZEO (KI+I )
and where KI is defined by
k
-1
K. = — (6)
Toky

Cell Growth Kinetics. Enzyme kinetic concepts have been utiliz-
ed by Monod (20 and others (_4-6 ) to express the kinetic behavior
of cell growth on a single limiting substrate. Monod (3 ) postu-
lated that the growth of cells by binary fission on a single lim-
iting substrate probably had a single limiting reaction
step and therefore behaved in a manner analogous to the Michaelis-
Menten enzyme kinetics, i.e.

X _

dat maxx KS+S

)]

where X=the cell concentration§=the growth limiting substrate con-
centration, t=time and u =the maximum growth rate.

Since the growth rate ofmgglls,increasing by binary fission, is de-
fined by

_lax
P EX ®)
equation (7) can be expressed as
S
H = ¥ pax KS+S) 3

The behavior of equation (9) is depicted in Figure 1.

For a complete theory of cell growth and substrate utiliza-
tion, it is necessary to know the relationship between the growth
of cells and the utilization of substrate.

This relationship is expressed as a yield, Y, defined as

_ &
Y s as (10)

The simplest assumption is that Y is constant. This is essen-
tially true only at high growth rates as will be shown later.
From equations(9) and (10) one obtains the following relationship
for substrate utilization:
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s _ x(_s
dt  MmaxY Ks+$) an

More recently, it has been shown by Marr (7 ), Pirt (8 ) and
others (5,9,11)that the yield is not a constant. Rather endogene-
ous respiration utilizes the energy yielding substrates for main-
tenance functions; hence,the substrate utilization by cells can
be better expressed by

ds 1 dX
E-Y—E*'mx (12)
G
or
1 ds 1
X dt YG“"'"' a3

where m is the maintenance requirement of substrate per unit of
cell biomass per unit of time and Y, is a true yield constant
representing the substrate utilized only for growth. This rela-
tionship is depicted in Figure 2.

Recently it has been suggested that the rate of cell increase
should be expressed as a net growth rate which involved both
growth, p, and death, §, (12-14), i.e.

dx
¢ - M- & (14)
where
= —S_
H umax (KS+S) (9)
and
§ =6 1- = (15)
max K;+S
In expressions (14) and (15) cell death is depicted as having a
first-order kinetic behavior and as maximal, i.e. , when the

growth limiting substrate is zero, i.e. S=0, and miﬁ%mal when the
substrate is in excess, i.e. 1-§/(K'+S)=0. In this latter expres-
sion, K_ is a constant used to exprgss the observed behavior (14).

Over the years, numerous models for depicting cell growth have
evolved. Several will be discussed here. One such model is that
for growth under multiple substrate limitation. It can be ex-
pressed as
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he™!

(ld_s
X dt
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/‘ Bmax

)batch

[ ots,-s) .
B X

S, g/LITER

Figure 1. Behavior of Equation 9

cont.

1 dX

- BED0cgnt.® (}' dat

)batch

Figure 2. Relationship between substrate utilization and growth
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5 S,
o= Hhax (I( +S)(K +S) (16)
s 1 s 2

1 2

Multiple substrate limitation frequently occurs in batch growth
systems (15-17).

Another model for cell growth is that for situations of ex-
tremely low substrate concentrations, i.e. S<K . In this case
equation (9) reduces to

u = KS 17)

where K is constant and approximately equal to u /K_. This ki-
netic behavior is frequently observed in large 31n§1esreactor
waste treatment systems.

Another situation that commonly occurs in waste treatment is
growth under conditions of "shock loading," i.e. conditions in
which the substrate rises to a level in.which it becomes inhibi-
tory to growth. This situation is frequently modelled by waste

%rgatmsnt designers by the following kind of kinetic expression
18,19

=
[}
mlmx =
:

(18)
S

4+ 2>

I(]:

This expression is analogous to the enzyme kinetic expression for
non-competitive inhibition when K >>K . The three basic growth

relationships are depicted in Fig&re 3. In passing, it is in-
teresting to note that the observed u under conditions of sub-

strate inhibition is a fraction of the %rue14 if there were no
inhibition, i.e. max

Y at du/ds=0 _ 1
¥ max 1+2VE8/KI

19

Another common kinetic expression for growth is one which
takes into account a substrate diffusional limitation. - It has
been observed in various waste treatment systems that the K_ for
"floc" or sludge growth was greater than that for single cef1 sys-
tems. Further, the growth rate of flocs or sludges appears to be
a function of their size. This situation is depicted in Figure 4.
This has lead Powell (20) to propose that K is an apparent Ks;
i.e.
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Bmax [~- """ TTTTTTToT-oo-oooommTsoTesse==s
Bmax -7
—_—— - BmaxS
R Nt
Y !
Bmax '
2 : " B max
L3 ) VS, 8 ——
K, hr 1 : / lofﬁ#i
| ] S K
| |
! l
| !
i L VKK,

S, g/LITER

Figure 3. Kinetic expressions for growth

FUNCTION OF

u, hr-! SLUDGE SIZE

Ksl l K sll

S
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Figure 4. Effect of sludge size on growth rate
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umaxs
W (20)
K *PP4s

He has mathematically shown that

a

KDPP =K + K (21)

where KD-f(cell size, membrane permeability, diffusion coeffi-
cient, etc.). When KP=0 there is no diffusion limitation to sub-
strate uptake. The effect of K.D and Ks onu is illustrated by the
curves in Figure 5.

Temperature Effects. Before passing on to reactor configura-
tions the effect of temperature and pH on growth rate will be
briefly mentioned. The absolute reaction rate theory has been
found applicable to both cell growth and death (9), i.e.

RT
or
d n k = -(Ea/R)d(I/T) (23)
where k is the rate constant for growth, i.e. u or death, i.e.

Gmax’ T is the absolute temperature, E, is the $2f1ivation energy
for the process, and R is the gas law constant. Generally speak-
ing, E_ for growth, E., is the order of 8-12,000 cal/g-mole, °K
and E Zfor death, E_, in the order of 50-100,000 cal/g-mole, ©K.
This Behavior leads to an optimal temperature for growth for a
given cell species. This is depicted in Figure 6.

pH Effects. The model for pH effect on growth has been based
on the behavior of enzymes (21).Since enzymes are composed of amino
acids, they exhibit "zwitterion" behavior, i.e. they have an acid,
base, and neutral form. Cells have been depicted to have an ac-
tive or neutral form and an inactive base or acid form, i.e.

+ = o™
where Kl and K2 are the equilibrium constants of the above reac-
tion.
If one defines the growing or active cell fractions as y, i.e.
= = X
y = active cell fraction xo (25)
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1.0~ ©
10
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0
i
.5k
Bmax 05
1 1 ]
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.
K50 KD
Figure 5. Effect of diffusion limitation on growth rate
Eg: 8-12,000 Cal/g-mole- °K
Ep: 50-100,000 Cal/g-mole - °K
Lnk

R
|
I
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Figure 6. Effect of temperature on growth
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where
S -
X =X +X+X (26)

By analogy to enzyme behavior

1

L R
LT T

where [H+] is the hydrogen ion concentration.
Figure 7 depicts the effect of pH on the active cell fraction.
For most cell systems pHopt-6.Si; and pKz-pKl-Zi;.

27

Biological Reactor Configurations

Numerous reactor configurations may be found in biological
processes (6,13,18,19). These include:
Batch
Batch-fed
Repeated draw-off
Continuous
single stage
multiple stage
Continuous with recycle
Continuous with step feeding
For the most part, the antibiotic industry uses batch-type
processes.The reason for this stems from the fact that most effi-
cient antibiotic producing organisms are highly mutated and are
readily replaced by fast growing, less efficient antibiotic pro-
ducers in a continuous culture. In order to avoid substrate re-
pression or inhibition some batch processes are continuously fed
concentrated substrate on demand during the course of the batch
cycle. This is referred to as a batch-fed fermentation. The pro-
duction of Bakers yeast is an example of a batch-fed process. In
some highly mycelial antibiotic fermentation 20 to 40 percent
draw-off followed by fresh media make-up is practiced. 1In the
trade, this is referred to as a repeated draw-off process. Strict
continuous processes are only practiced in processes for the pro-
duction of biomass for feed or food and the treatment of wastes.
Continuous biomass producing systems are usually single stage re-
actors without recycle. Waste treatment systems always use multi-
stage systems with recycleThey frequently use step feeding of sev-
eral stages to improve system stability.
A typical single stage continuous biological reactor is de-
picted in Figure 8.
A biomass material balance around the reactor yields the fol-
lowing relationship. At steady state
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%% = O(steady state) = %(O-X)ﬂlx (28)

from which

=D (29)

=
[ ]
<|m

This means that the dilution rate or the nominal residence time of
the reactor sets the growth rate of the biomass in the reactor. A
change in the dilution rate causes a change in the growth rate.

A similar balance around the reactor at steady state for the
growth limiting substrate, assuming the the overall yield, Y, is
constant gives

as _ = F(g _qy- uX
gc = O(steady state) V(S0 - 3 (30)
from which
=X
(SO-S) =3 (31)

Combining equation (29) and equation (9) yields

and substitutions of equation (32) for S in equation (31) gives

KSD
X = Y(S - ) (33)
max

Strictly speaking, Y is not a constant, particularly at conditions
of low growth rate because the maintenance requirement, m, of the
biomass utilizes substrate without producing biomass(10). Equation
(12) can be restated for a single stage bioreactor as

—s) =uX
D(So S) T, + mX (34)

Table 1. illustrates the effect of maintenance and cell growth
or reactor dilution rate on the overall cell yield.
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TABLE I. EFFECT OF MAINTENANCE ON OVERALL
CELL YIELD IN CONTINUOUS CULTURE

CELL YIELD,Y,g/g

D,hrl  m=0.01 n=0.02 n=0.05
0.01 0.333 0.250 0.143
0.02 0.400 0.333 0.222
0.05 0.455 0.416 0.333
0.10 0.476 0.455 0.400
0.20 0.488 0.476 0.444
0.50 0.495 0.490 0.476

NOTE: YG-O.S

Since most single stage continuous bioreactors are used to
produce biomass, they are usually operated to optimize the biomass
productivity. The unit volume biomass productivity of such a re-
actor is defined as DX. Utilizing equation (33) this unit volume
productivity can be expressed as

K_D
DX = DY|S - = = (35)

ma

By taking the first derivative of the productivity expression with
respect to the dilution rate and setting it equal to zero (9_),

i.e.
i KD
d|py(s - —= _D)
d(dx) _ 0 = ° Ynax L.

dD dD

(36)

the dilution rate of maximum productivity, Dm, can be found as

, K
s
Dm-umax[l- K +S ] (37
s o0

and the maximum productivity, Dmx, as

Ks KsD
Dmx = umax 1- K +S Y So- in -D (38)
s o max

The behavior of these relationships, i.e. equation (28) to
(38), is depicted in Figure 9.
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Figure 8. Typical single-cell stage
continuous bioreactor. F —

rate, L/hr; V = volume, L; l; = B__E
F|V = dilution rate, hr'!; X =
cell concentration, g/L; S — sub-

strate concentration, g/L. \/

SO
Se
@ Y @
w :(.- ______ w
3 ]
~ ~
; Boax |1- Ks :,2
max Ks‘so
1
| Bmax So
XD ! Kg+ So
I
D=y 1
wash out

Figure 9. Relationships for a single-stage continuous
bioreactor
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Note that for this system "wash out" of the biomass occurs when D
approaches the maximum growth rate, i.e. D-u

Biomass recycle is frequently used in ngreactors as a way
of increasing the unit productivity (9 ). 1In order for the system
to operate successfully, a biomass concentrator must be connected
to the unit. (See Figure 10).

Usually a centrifuge or settling tank is used as the concen-
trator. The increased productivity achieved with a recycle bio-
reactor depends upon the recycle ratio, r, and the cell concentra-
tion factor, C=X_/X, achieved in the concentrator. Equations ex-
pressing the rec§c1e system behavior are derived from material

balances around the reactor, i.e. for the cell biomass balance at
steady state

X o Foyy By _E
it 0-v(0)+ err V(l-i-r)xmx (39)

from which

X
u = D(1+r-r i;) = D(1+r-rC) (40)

Since (l4r-rC)<1l, it is possible to operate the system at di-
lution rates greater than the maximum growth rate. Utilizing the
definition of u from equation (9), the following expressions for
the growth limiting substrate, S, system effluent biomass concen-
tration, Xe, and biomass concentration in the exit stream from the
bioreactor, X, are obtained:

KSD(1+r-rC)

5= umax-D(1+r-rC) (41)

X, = Y(SO-S) (42)
Y(s_-5)

X = W0 “3)

These relationships are illustrated in Figure 11 for a particular
set of conditions.

Another continuous reactor system encountered in the biologi-
cal world is the multistage system with step feeding. This con-
figuration is depicted in Figure 12.

In this system fresh feed is step fed, i.e. fed to all reac~
tor stages. This configuration is used in waste treatment systems
to provide greater stability and to minimize the effects of sub-
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C=Xr/X

tF

Xr
S

Figure 10. Single-stage continuous bioreactor with recycle. F =

flow rate, L/hr; V. — volume, L; X = cell concentration, g/L;

S = substrate concentration, g/L; r — recycle ratio; C = cell
concentration ratio.

______ WITHOUT RECYCLE
— WITH RECYCLE

10 10

XD
g/LITER-hr

wn

g/LITER

0.5 1.0 1.5 2.0
D=hr!

Figure 11. Relationships for a single-stage continuous bioreactor
with recycle. (—_ _) without recycle; ( ) with recycle; pmes, = 1
hr, Y =05¢g/g, K, —02¢g/L,S,— 10 g/L,r = 0.5,C = 2.
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strate "shock loading" or inhibition through distribution

of the concentrated feed along the system. A two stage step
feeding system is also used as a research tool to look at the in-
hibitory effects of high substrate loading which can't be achieved
in the single stage without wash out. The material balance rela-
tionships for step feeding systems are straightforward. What is
usually troublesome is the selection of the proper kinetic expres-
sion for high substrate conditions.

Specific Examples of Bioreactor Systems

An important application of continuous bioreactor systems in-
volves waste treatment, in particular the activated sludge pro-
cess. This system is illustrated in Figure 13. It involves one
or more stages with an associated cell clarifier and sludge recy-
cle stream. If the clarifier is performing well, no sludge should
be carried over in the effluent stream. As can be seen from equa-
tions (40) and (41), the two key operating parameters for effi-
cient high capacity BOD removal are the recycle ratio and the
cell concentration factor in the clarifier. Unfortunately, the
cell concentration factor is a function of the manner in which the
biomass is grown. In an early patent (22) it was declared that
oxygen limitation was a factor in good cell settling properties
and that settling problems could be overcome by aerating with 0,
enriched atmospheres,This claim has been shown to be only partially
correct (23). The key to good sludge settling characteristics is
the maintenance of the proper food to biomass ratio, F/M, in the
system. This can be readily achieved by staging. It can also be
achieved by other means (24).

For example, it has been shown that by combining anaerobic
and aerobic systems you can have a high rate BOD removal
system which selects for high phosphate content organisms.

These organisms have good settling characteristics. Also, with

such a system, phosphate removal from the waste water will occur
(24). Such a system is illustrated in Figure 14. The objective
of such a system is to operate it in a way that will give good

sludge settling characteristics and minimum oxygen demand in the
aerobic zone.

There are several interesting stability and dynmamic charac-
terization problems with the activated sludge systems. The first
involves the diurnal variation of both the flow and the substrate
concentration (BOD level) in the influent. The second problem in-
volves the sludge wasting procedure. Normally, sludge is allowed
to build up to give a 24-36 hour inventory in the clarifier and
then wasted once every 24 hours. This means that the sludge age
is continuously varying. This varying sludge age affects the
kinetic properties of the system. A third problem involves the
system design to insure stability. Two difficulties are encoun-
tered. One involves a system shock due to temporarily high BOD
or substrate loading. This resultant high substrate concentration
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Figure 14. Combined anaerobic—aerobic waste treatment system
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can be inhibitory to growth and can initiate washout from which
the system may or may not recover. The other difficulty involves
the problem of sludge washout due to high influent flows with
little or no substrate. Some waste treatment systems are connec-
ted to storm sewers. This is particularly true in the large old
Eastern cities, A hurricane or cloudburst may literally wash out
the system. The question then arises about what measures to take
to protect the system. Most frequently the waste treatment sys-
tem, i,e. the bioreactor and clarifier are by-passed. Certainly,
much more information is needed on the dynamic behavior of these
systems.

The behavior of activated sludge systems has been best des-
cribed in various papers of Andrews (18,25). A number of other
persons have attempted to do dynamic analyses of waste treatment
systems. For the most part, none of the analyses are completely
satisfactory.

In recent times, the operating objectives of a waste treat-
ment system have been extended beyond carbonaceous BOD removal.
Today some localities require complete BOD removal including ni-
trification. Some very forward thinking communities are even go-
ing one step further to requiring denitrification and phosphate
removal. Recent publications (26-28) and a key U.S. Patent (24)
have suggested that all three, i.e. | BOD, nitrate and phosphate re-
moval are economically feasible using only a secondary treatment
scheme. Until the present time, most waste treatment engin-
eers have felt that the process of denitrification required two
separate and distinct reactor sections. In the first section, ni-
trification would be performed by oxidizing the organic nitrogen
to nitrates and nitrites. 1In the second section these nitrates
and nitrites would be reduced to nitrogen.

Because the microflora that most optimally performed these
two distinct operations was different, most felt that there had
to be intermediate clarification. Also, because denitrification
requires energy to derive the reaction, methanol or some other
biologically oxidizeable carbonaceous material was added to the
second section.

Several years ago, a very interesting paper appeared report-
ing on single pass denitrification (26) in which the anaerobic or
denitrification section was placed at front of the system. This
was made possible by a high internal recycle for the whole system
with separate external sludge recycle. This had the effect of
converting the first portion into a denitrification section and
utilizing some of the influent BOD to drive the process. Further,
it meant that less oxygen was required in the aerobic section
since some of the BOD load had already been removed.

Just recently, a three unit system comprised of an anaerobic
unit, followed by an anoxic and then an aerobic system with high
internal recycle has been proposed (24) (See Figure 15). This
system is a challenge to the biological reactor designer. It has
four objective functions that must be achieved at the same time,
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1. BOD removal

2. Nitrification

3. Denitrification

4. Phosphate removal
Further, the system has to operate to produce good settling sludge
so that the clarifier provides a clear effluent. Also, the system
must be managed to give reasonably stable operation. This can in-
volve such techniques as step feed of the influent and by-passing
of certain sections with near total recycle of other sections. I
suspect that it will be several years before an adequate design
and control model for this reactor system is evolved.

Bioreactor Stability. One troublesome and unsolved problem
in bioreactor systems is their dynamic behavior. Simple analysis
of the one stage continuous bioreactor yields the following cell
and substrate balance equations (29,30):

dx

For cells Fr D(0-X)+ Xp (44)
as _ _g)_ uX
For substrate it D(S0 S) Y (45)

Phase plane analysis of the system utilizing simple non-inhibitory
kinetics, i.e.

in X

max
u= K_+5 ®

and constant yield, i.e. no maintenance requirement,

ds
Y= (SO-S)/X "X (10)

gives the following phase plane relationships for the interrela-
tionship between cell, X, and substrate, S, during an upset:

uX
as DG, 9-§

dX =~ DX-uX (46)
The phase plane behavior is depicted in Figure 16 for'two kinds of
upsets - an instantaneous high substrate exposure (shock loading)
and an instantaneous dilution (storm washout). The simple analy-
sis has suggested that the system is stable and exhibits simple
overshoot (29). The steady state conditions, at a fixed dilution
rate, D, are given by

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch008

282 CHEMICAL REACTION ENGINEERING REVIEWS—HOUSTON
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Figure 16. Transient behavior of single-stage bioreactor
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K S
X =y[s - —2 ) 47)
max :
and
KSS
Sm'”__D (48)
max

When the kinetic behavior involves inhibition, such as that
expressed by equation (18), it has been shown that the system can
have two steady states, one stable and one unstable (30). Fur-
ther, the system can oscillate in trying to reach steady state.
The extent of the oscillations and the inherent instability have
been shown to be a function of the size of the instability (31).

Dynamic experiments with real systems using a single stage
continuous bioreactor under a single substrate limitation have
exhibited behavior like that illustrated in the bottom diagram of
Figure 16 (32). The real systems phase plane plot has two impor-
tant characteristics. Firstly, it shows that the simple model is
incorrect. Secondly, the system is capable of rapidly storing and
excreting substrate in response to dynamic changes. This means
that for transient behavior the kinetic model must have a storage
function and some sort of structural function that will allow for
lags and responses.

An attempt at providing biological kinetic models with struc-
tures has been reported in the papers by Ramkrishna, et al,, (33,
34). To date, these have found little use, primarily because of
the difficulty in monitoring and differentiating between the var-
ious bio-structures., Researchers in the waste treatment area have
generally preferred to express the transient behavior in terms of
BOD storage functions. This has occurred largely because it has
been observed that in most multistage aerobic waste treatment sys-
tems, BOD uptake precedes biological oxidation as measured by the
oxygen demand. Certainly, more research is needed on this point.

Mixed Populations. Considerable literature has evolved on
mixed populations kinetics. Virtually every possible biological
interaction from the classical prey-predator model of Lotka (35)
to various forms of commensalism, synergism, etc.,have been
modelled. Virtually all models end up exhibiting stable oscilla-
tions. Solutions are often expressed in triangular phase plane
plots of the limiting substrate and the two species. Invariably
the plots have a limit cycle as one of the stable steady state
solutions. From this one gains the impression that oscillatory
behavior is the norm rather than the exception in biological reac-
tors.

Recently, this point was further analyzed in a paper by Aris
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and Humphrey (36). In mixed cultures exhibiting typical inhibi-
tory kinetics, such as illustrated in Figure 17, numerous opera-
ting results are possible. Two pure steady states I and III can
be achieved by careful start-up and management of the system.
However, selection of an operating condition yielding the reaction
rate or having the dilution rate of situation II, has virtually an
infinite variety of states depending upon how the system is
started up and how it is perturbed. At condition II any ratio of
species concentration can be achieved and will give a steady
state. One might think this situation is rare, certainly in nor-
mal industrial fermentations. However, other similar situations
are possible. There are at least three distinct possibilities:

1. A single organism growing on a single growth limiting sub-
strate which inhibits growth at high concentrations and which has
two enzymes controlling the rate limiting metabolic step that can
operate in concert. One enzyme is constitutive and the other is
inducible at high substrate concentrations.

2, A single organism growing on two different energy produc-
ing substrates with separate metabolic pathways whose rates are
additive and of which one enzyme system is repressed by the sub-
strate of the other.

3. A single organism on a single growth limiting substrate
having two separate and distinct pathways simultaneously metabo-
lizing the substrate. One of the pathways is inhibited by the
substrate at high concentrations. Other possibilities undoubtedly
exist.

The author is of the opinion that oscillatory and variable
behavior are not a rare occurrence in biological reacting systems.
In factthey may well be the basis by which organisms in the natu-
ral state can survive a variety of conditioms.

Conclusions

Biological reacting systems present a variety of modelling
challenges to the engineer. They are not only complex in their
kinetic behavior but the systems are complex in terms of their
process structure, i.e. they can be multistaged systems with step
feeding, internal and external recycle, and internal catalyst
(enzyme) regeneration. There certainly are real challenges for
the future in bioreactor modelling and design.
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Catalyst Deactivation

JOHN B. BUTT and RUSTOM M. BILLIMORIA

Department of Chemical Engineering and Ipatieff Catalytic Laboratory,
Northwestern University, Evanston, IL 60201

In the years since the First International Symposium on Chem-
ical Reaction Engineering, where a first review on catalyst deac-
tivation was presented (1), there has been considerable activity
in this area. 1In particular, there have been appreciable advances
in the understanding of sintering processes, and of intraparticle
and fixed bed reactor behavior under conditions of catalyst deac-
tivation. Happily, much of this has consisted of experimental
information as well as analysis.

The present effort makes no attempt to match in scope the
previous review; we shall confine ourselves to work concerning
chemical poisoning and coking as the primary mechanism of deacti-
vation but retain the classification according to scale — individ-
ual kinetics and mechanism, intraparticle problems, and chemical
reactor problems. Sintering has been admirably covered in a
recent review (2), and the subject of automotive exhaust catalysis
(which is almost wholly an exercise in catalyst mortality) will be
treated in one forthcoming (3).

Mechanisms and Kinetics

Kinetic networks used to depict the processes of catalyst
deactivation have typically been based on models which are simul-
taneous, parallel, or sequential. Both Carberry (4) and Khang and
Levenspiel (5) have enlarged on these to include two additional
cases, independent deactivation (characteristic of sintering) and
simultaneous-consecutive deactivation (characteristic of coking
via participation of both reactants and products).

As will be seen from the examples to be given here, deactiva-
tion kinetics have almost universally been correlated in terms of
separable (6) rate factors. More detailed analysis, however,
indicates that such assumptions are questionable for surfaces
other than those ideal in the Langmuir sense (7). The argument
can be developed along the lines employed to derive adsorption
isotherms for nonideal surfaces starting with the concept of a
subassembly of ideal surfaces distributed according to the heat of
chemisorption. The differences in separable and nonseparable

0-8412-0432-2/78/47-072-288$08.75/0
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kinetics arise because of differences in:

q
m
= snr = n s r d 1)
(rp)ys zqqq l a°q"q™ (

for nonseparable kinetics, and:

q
(rpPg = (S)Imnqrqdq )
(o]
1 qm
(s) = — s_dq 3)
L

for the separable case. It is interesting that the analysis (7)
reveals an extreme sensitivity of the validity of the separable
approximation to pressure but only a modest effect of temperature.
The reason that separable formulations seem to work is probably
the same that Langmuir-Hinshelwood rate equations work: the qual-
itative results are of similar form for ideal and nonideal sur-
faces but physical interpretation of the parameters is incorrect.
As far as mechanism of deactivation — considering only chem-
ical poisoning and coking — the situation remains much the same as
outlined previously (1). Specific cases of chemical poisoning
tend to be relatively well understood as far as detailing sub-
stances responsible for poisoning and the nature of the deactiva-
ted surfaces. Auger electron spectroscopy has become an important
tool for the investigation of poisoned surfaces since the charac-
teristic energies in that spectroscopy are sufficiently low to in-
volve only the surface and immediately adjacent layers. Progress
has also been made in understanding the poisoning of bifunctional
catalysts; nice experimental examples are provided by Webb and
Macnab (8) and Burnett and Hughes (9). The former investigated
the hydroisomerization of butene on a Rh/Si0, catalyst and demon-
strated the selective deactivation of the hydrogenation function
by small amounts of mercury introduced into the system. This type
of bifunctional reaction might be termed a *parallel” ome:
n-C, +H2?_>n-c4 (Rh) D
n - 04 Zj i- C4 (8102)

where the poisoning drastically affects one reaction but not the

other. The reaction studied by Burnett and Hughes, on the other

hand, was a "series" bifunctional reaction, disproportionation of
butane over a mechanical mixture of Pt/A1203 and WO3 , where:

Pt Wo
= = = P
2, > 2, =3 ¢ +¢; 0+ G (1)
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They showed that coking or water poisoning of the Pt function shut
the entire reaction down, characteristic of the sequential nature
of the steps involved.

The description of the mechanism(s) of coke formation remain
essentially the same as described before. With increasing experi-
mental information on coking in the literature there appears now
to be at least tacit agreement that it is not particularly reward-
ing to look for a mechanism of coke formation when there are prob-
ably as many mechanisms as there are reactions and catalysts. In
this sense, simple reaction schemes may provide a starting point
for analysis but may also fall far short of the mark in confronta-
tion with experiment.

Individual Particles

An interesting problem, not much commented upon in the older
literature, is the relationship between coke deposition and the
physical properties of the catalyst. Pore blockage by coke depo-
sition has been demonstrated in specific instances, but has been
ignored in earlier analytical studies of coking (10,11).

Swabb and Gates (12) investigated methanol dehydration on
H-mordenite (1 atm., 100-240°C) with the objective of investiga-
ting the influence of intracrystalline mass transport on initial
activity and deactivation rates. Mass transport properties were
varied by using three different samples of differing mean pore
length; significant influences were found only above 200°C.
There were no effects of pore dimension on the deactivation rates
(due to coke formation) of fresh catalyst over the range investi-
gated. Further studies of deactivation rates after one and two
hours of utilization at 205°C also revealed no influence on pore
structure. This would rule out intraparticle mass transport as
controlling deactivation rates as well as the occurrence of any
pore blockage resulting from coking in this reaction.

Experiments on larger size particles have also involved H-mor-
denite, but with cumene cracking as the reaction (13). Relations
between coke content, activity, and intraparticle diffusivity were
investigated on 1/16 in. Norton Zeolon extrudates for 230-250°C
and space velocities from 0.2 to 0.65 wt/wt-hr. Effective diffu-
sivities were determined (with SF¢ via chromatography) as a func-
tion of reaction time and coke content with the results shown in
Figure 1. Diffusivity decreased twofold for reaction times of 2
hours or longer, but remained essentially constant after that.
The effectiveness factor varied in the range 0.3-0.7 during these
experiments; error in estimation of this factor using the effec-
tive diffusivity of the fresh catalyst was 20 to 30% at longer
reaction times. SEM examination of coked particles revealed the
formation of a glassy-like coating on the external surface,
penetrating approximately 0.1 the radius into the interior, so it
was concluded that pore blocking was responsible for the decrease
in diffusivity.
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Additional results on coke deposition and pore blocking are
provided by Toei, et al. (14) and Richardson (15). Toei, et al.
found no effect of coking on intraparticle diffusion for dehydro-
genation of n-butane over chromia-alumina (80% vy-Al203, 5x5 mm
pellets or 0.2-2.2 mm particles). Careful examination of the
pore size distribution at different coke levels revealed only
minor alterations of the micropore structure, and the system was
modeled with the normal isothermal, quasi-steady state continuity
equations with good agreement to the experimental data. Richard-
son found a linear decrease in effective diffusivity (Ar/He) with
coke content for Nalco 471 cobalt molybdena (1/8 in.pellets)
fouled in a pilot unit under hydrotreating conditions (700-800°F,
1000-1500 psig, 2 wt% Ny, 0.05% S, no metals). The Thiele modulus
however, was essentially unchanged up to about 15 wt % coke on
catalyst.

Several earlier workers have reported decreasing diffusivity
on coke formation, but only three investigations (16,17,18) gave
direct experimental measurement and none of these were for zeo-
lites. Recent studies apparently have provided no more general
picture concerning the effect of coking on transport properties
than was available before; however, on weight of accumulated
evidence it seems reasonable that for reactions of large molecules
in catalysts of fine pore structure significant changes in diffu-
sivity on coking can occur. Whether this in turn will change the
effectiveness factor will depend on other chemical and physical
parameters. We are unaware of any similar studies devoted to
coking effects on thermal conductivity.

Recent theoretical studies of deactivation in individual par-
ticles have focused on bifunctional catalysts (19,20), on apparent
overall kinetics of deactivation (5), deactivation in nonisother-
mal particles (21), and the effect of nonuniform distribution of
the catalytic function within the particle on deactivation (22,23,
24).

Some factors associated with the deactivation of bifunctional
catalysts have been explored computationally by Snyder and
Matthews (19) and by Lee and Butt (20). These catalysts have the
additional complication of the relative composition of the two
functions, which may be employed as a means to control selectivity
or deactivation rates (200. 1In (19) reaction networks of the
form:

c

A ™ B¢ )X/T

g g YsR(g)
were analyzed, with coke formation occurring on the X function and
the desired reaction on the Y function. Both composite (mechan-
ical mixtures of X and Y) and discrete formulations were investi-
gated using a two phase, isothermal, quasi-steady state model,
assuming a lirear relation between coke content and activity. The
major factors explored were the effects of the relative magnitudes
of the rate constants for individual steps on the optional catalyst

(I1I1)
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formulation. 1In (20) a similar problem was addressed, but with
emphasis on the interaction of intraparticle diffusion, the rates
of deactivation,and catalyst formulation. Bifunctional forms of
the series (Type III) reaction model were investigated in which
either the reactant and intermediate or the intermediate and
product were responsible for coking of the two functions. The
most important conclusion of this study was that in either case,
given a set formulation, the inclusion of some degree of diffu-
sional limitation could be used to enhance both catalyst efficien-
cy (yield of desired product) and life -- a fact noted before for
some types of coking mechanisms in monofunctional catalysis (10).

Khang and Levenspiel (5) investigated the relationship
between the global activity of a particle, a, and the point activ-
ity, s. The values of a so determined were used to compute the
overall order of the deactivation reaction according to:

da d
T kd CA a 4)

s
where;

R
a = C J Cps 12 dr (5)

R3CA o
s

for a spherical particle of radius R, porosity ¢, and reactant

concentration at the surface_gA . A number of parallel, series

and poisoning schemes were studfed; in the first two schemes
reaction products were taken to be coke precursors. For parallel
deactivation and no diffusional influence, net deactivation order
d was close to unity; as the Thiele modulus increased from 1 to
100 the net order varied from 1 to 3. For series deactivation
d = 1 for all values of the Thiele modulus providing the ratio of
intermediate to reactant concentration at the surface was greater
than one tenth the value of the modulus. Failing this, d ap-
proached 3. For poisoning, providing there was no or small diffu-
sion limit on the poison, d was near unity for any situation with
regard to diffusion limits on the main reaction. For other com-
binations of diffusional limits on main and poisoning reactions
the net order was generally greater than unity, up to about 3.
The intraparticle deactivation of nonisothermal pellets has
been analyzed by Ray (21) using a pore mouth poisoning, slab
geometry model. Heat flux at the boundary of the active and in-
active portions of the particle (Figure 2a) was computed via
Bischoff's (25) asymptotic solution for large Thiele modulus. An
effective diffusional modulus for this case can be defined as:

Bs
8 = K (§)—hs? (6)
B, "5 A
where:
K(s)‘sag[es‘(l*'&)]%; 6 = By, 65 = Bg ¥g
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Figure 1. (a) Voorhies correlation of coke formation, cumene cracking on H-mordenite,
260°-350°C, 0.33 g/hr-g (13); (b) effective diffusivity (SF;) variation with coke content
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Figure 2. (a) Geometry of partially deactivated pellet; (b) effective activity factor vs.
diffusional modulus for %activahbn of nonisothermal pellet (213
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D
Here Sg is the catalyst density and A the pre-exponential factor.
Now the heat flux from the active part of the pellet, q

(1 - o)L L is:
= K ()

II

;,5(1+sp-y) ¢))

P

and an effective activity factor can be defined as the ratio of
this value to that for the undeactivated particle. This ratio,
Q, is plotted against 3 in Figure 2b for various values of the
parameters Yg, Bg, EB’ and hg. If (BS/BP) < 1, (Cases 2, 3, 5-9),

the deactivated section has a lower mass transfer resistance (or
higher heat transfer resistance) than the active portion, produc-
ing a beneficial effect on the diffusion effectiveness factor.

For an exothermic reaction this can affect the loss in active
surface such that Q can increase temporarily with deactivation. A
sufficient condition for Q > 1 for some portion of the catalyst
life was found to be:

911

Bs e - 148y
o @

es -1

P
(B./B,) > 1 (Case &), the opposite holds and deactivation is
accET%?E%E

As indicated by Cases 8 and 9, some parameter sets result in
multiple steady states. These are characterized by large §g and
Yg (60 in these examples) and (Bs/Bp) < 1; such results ifidicate
That multiplicity can be indudEH_IEEE deactivating particle even
when the fresh catalyst shows no such possibility. However,
(Bg/Bp) < 1 seems physically improbable. If deactivation by cok-
Ing chses off a portion of the pore structure, then (Bs/Bp) > 1,
while poisoning should have little effect on the ratio. Tﬁis
multiplicity would require a type of deactivation leading to an
increase in porosity as decay proceeds.

In many industiial applications the performance of catalysts
in which the activity distribution is nonuniform within the pellet
is superior to those with a uniform distribution. Mars and
Grogels (26) studied the performance of such a catalyst for
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acetylene hydrogenation and Friedrichsen (27) reports applications
in oxidation of o-xylene to phthalic anhydride, to cite two
examples. Recently Shadman-Yazdi and Petersen (22), Corbett and
Luss (23) and Becker and Wei (24) have all investigated the
deactivation of catalysts with spatial distribution of the cata-
lytic function. These studies are similar in method and objective
but differ considerably in the types of activity distribution con-
sidered; a summary of the models and deactivation mechanisms in-
vestigated is given in Table 1., In (22) the sensitivity of the
deactivation with respect to the distribution parameter o was in-
vestigated. In line with prior results (10), o = O gave rise to
core poisoning at higher values of the Thiele modulus; a> 0 led
to uniform poisoning -- the result of compensating variations in
kp and Cg within the particle. An analytical solution presented
in terms of the effectiveness factor for g > 0 was:

o (/
- hy2
m=1
where:
2m-p
(p8)
p= U@+2, 6 = h(l - w¥ o @1 P TT )

=0 1. O
] CA kB t/qo
and I.p is a modified Bessel function of the first kind of order
p. The parameter w appearing in § was determined as a function of
® by numerical integration of:
-]

do _ r_1 *n 1

de 1 -w Ll + & m/p) + 1 4+ o J
m=0

(10)

Figure 3 gives a plot of 7,(8) vs. @ for several types of activity
distribution. Clearly, -= increasing o enhances the long-term
performance of the catalyst for this series reaction in a manner
reminiscent of the response of the parallel scheme to incorporation
of a certain amount of diffusional resistance (10).

In Figure 4 are given some results obtained numerically by
Corbett and Luss (23) for impurity poisoning of the series reac-
tion scheme for cases of small and large diffusional resistance.
The effectiveness factor in these plots is computed with respect
to the initial volume-averaged rate constant, which was the same
for all the different distributions. The differential selectivity,
8, appearing in the figure is defined as:

_ (dv/dx)

s = (du/dx) at x=1 (11)
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Figure 4. Effectiveness and selectivity variation in

impurity dpoisoning, series reaction, with different

activity distributions (23). (a) Small influence of

diffusion, hy = 1, hy = 0.1; (b) large influence of
diﬁusion, hA = 10, hB =1
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c D, C
where: 4 = Eé s, V.= CB DB , x = (r/R)
Ag Ag A

Dimensionless time, @, is defined as (o DpCp t/NRz) with o the
9 s 2

number of active sites/volume, N the volume average active sites/
volume, and Cp the poison concentration at the surface. When
s

diffusional resistance is small it is seen that the best selectiv-
ity but the most rapid decline in effectiveness obtains when most
of the catalytic function is near the pellet surface. Conversely,
the smallest rate of decay is obtained by concentrating most of

the catalytic function near the center (how to do this might pre-
sent an interesting exercise in catalyst manufacture), so an opti-
mal choice of catalyst would involve compromise between the selec-
tivity and activity factors. When diffusional resistances become
large both selectivity and effectiveness factor are improved by

increasing the density of the catalytic function near the surface.
Corbett and Luss also present results for catalyst fouling, as in-
dicated in Table 1, which we shall not attempt to discuss here.

Becker and Wei (24), in the practical thought that catalysts
with continuously varying distributions of activity might not
be so easy to prepare, investigated several types of discontinuous
activity distributions. Their qualitative results are similar to
those detailed above, but an important assumption involved in the
analysis is that poison is adsorbed on the support devoid of
catalytic function as well as on the active surface. Thus, for
example, when the poison is highly diffusion limited but the main
reaction is not, a central active core surrounded by inert support
(they call it an "egg yolk") would be the preferred configuration.
Such would be predicted by the other models as well, but the
detailed ranges of parameters where such preference exists would
differ significantly.

Additional theoretical investigations of the intraparticle
deactivation problem, which unfortunately we cannot treat in
detail here, have been reported by Luss and co-workers (28,29) on
the modification of selectivity upon poisoning, and by Hegedus
(30) on the combined influence of interphase and intraparticle
gradients on deactivation. It is of interest that deactivation in
certain instances can actually have beneficial results on selec-
tivity and in the long run the problem may be to achieve the best
balance between diminished activity and enhanced selectivity;
such results are reminiscent of those pertaining to deactivation
of bifunctional catalysts (19,20).

Many experimentalists have been preoccupied over the past few
years with the development of various types of gradientless reac-
tors for the study of catalytic kinetics; it is interesting to
see now the emergence of some reactor designs which are aimed at
producing specific kinds of gradients which may be measured and
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used as the basis for model interpretation or parameter estimation
in reaction engineering problems involving catalyst deactivation.
These reactors share the common aspect of being single pellet
reactors, but differ as to whether concentration gradients or
temperature gradients are the measured quantity. The single pel-
let diffusion reactor developed by Petersen and co-workers (31,32,
while EE&ZEhZE different designs employed in this laboratory (39,
40,41), by Hughes and co-workers (42,43), Benham and Denny (44),
and Trimm, et al. (45), provide temperature profile data. Sche-
matic diagrams of the two types are given in Figure 5.

The general utility, properties and application of the single
pellet diffusion reactor were reviewed by Hegedus and Petersen
(36) in 1974, and it has been employed in extensive investigation
of the interactions of diffusion, reaction and deactivation for
the hydrogenolysis of cyclopropane on Pt/A1203 (34) and the dehy-
drogenation of methylcyclohexane, also on Pt/Al, 03 (38). The
basis of the method resides in the fact that measurement of center
plane concentrations (Figure 5a) vs. relative rate of reaction
provide data sufficient to discriminate among various types of
deactivation mechanisms and to allow parameter determination. In
the original analysis (33) impurity poisoning, and parallel,
series and triangular self-deactivation were considered. The
appropriate equations were integrated for a set value of the
Thiele modulus (2.5) for isothermal conditions; a summary of
results for the various mechanisms is set forth in Figure 6a.

Here the normalized center plane concentration is

®y (T M=1) - @, (r=0, M=1)
1- N (t=0, M=1)

where 1 is a scaled time variable, 7 is the effectiveness factor,
and Pp = CA (t,x)/CA (t=0, x=0). The reaction rate ratio is that

of the overall rate to that at zero time. Parallel and series
self-deactivation were confined to relatively narrow bands desig-
nated by 2 and 3 in Figure 6a. Impurity poisoning could

occur in regions 1, 2 or 3, while triangular self-deactiva-
tion is confined to zones 2 to 5 . Region 6 is inaccesible
except for strongly diffusionally limited series self-deactiva-
tion. Decreasing the value of the Thiele modulus causes all zones
to move toward the center diagonal. Clearly there can be coinci-
dence among these regions for various values of the parameters and
differing mechanisms; experimentally one makes the discrimination
by evaluating results obtained at different temperatures or con-
centrations (where presumably only the Thiele modulus will change)
for internal consistency as to parameter values such as reaction
order, etc. The applications of these procedures (34,35) for
cyclopropane hydrogenolysis resulted in postulation | of a triangu-
lar self-poisoning model with the parallel mode predominating at
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Figure 6. (a) Qualitative discrimination among poisoning models (33); (b) results of
interpretation of deactivation data for cy(clorropane hydrogenolysis on supported Pt
34
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lower temperature and the series mode at higher temperature. One
example of the final fit obtained is given in Figure 6b, where 52
is for the parallel step and k, for the series step. It is seen
that the deactivation here is relatively uniform.

More recent work by Wolf and Petersen (37,38) has investi-
gated the influence of the order of the main reaction on single
pellet diffusion reactor behavior, using the same model deactiva-
tion mechanisms studied before. Experimental application to a
reaction with complicated kinetics (and complicated deactivation
behavior) was reported for methylcyclohexane dehydrogenation.

Measurements of temperature profiles in a single pellet dif-
fusion reactor were originally made for reactions in the absence
of deactivation (39,42,44,45), but the technique is obviously
easily extended to include this possibility, and experimental
results have been reported for 0, poisoning of Ni/Si0,-A1,0
ethylene hydrogenation (43) and thiophene poisoning of Ni%kiesel—
guhr in benzene hydrogenation (40,41). The latter work has in-
cluded unsteady state as well ag—szzhdy state experiments; steady
state temperature profiles for both fresh and deactivated cata-
lysts were obtained as the final state of two types of transient
measurements, (i) start-up experiments measuring the development
of temperature profiles on introduction of benzene into the
reactor initially containing only flowing hydrogen, and (ii)
perturbation experiments measuring the response of temperature
profiles to step changes in concentration or flow rate starting
from a given initial steady state. On deactivated catalysts these
measurements were made with a poison-free feed after the catalyst
had been pre-poisoned to a specified level of activity (as
determined by the global rate of reaction). Typical data for the
temperature response on startup for a typical series is shown in
Figure 7 for the fresh catalyst and the same sample deactivated to
40% and 16% of original activity. Of particular note in these
results is the relative insensitivity of the time scale of startup
to extent of deactivation, and the obvious development for s =
0.16 of an outer, dead zone in the catalyst particle. A second
interesting result was the documentation of wandering hot spots
upon startup, a phenomenon treated theoretically by Hlavacek and
Marek (46) and Lee and Luss (47) in prior work. Three types of
transients were observed as shown in Figure 8a, the behavior

Eracterlzed in general by the magnitude of the Démkohler number
). Such excursions were observed for both fresh and de-

activatgd catalysts and so cannot be attributed to some particular
aspect of the poisoning mechanism. Finally, it was noted in a
number of cases for poisoned catalysts (41, 43) that intraparticle
temperature gradients were greater than interphase gradients
corresponding, contrary to conventional wisdom on that matter.

The interpretation of these experimental results differed
somwhat in approach from that of Petersen and co-workers, since
the mechanism of deactivation (parallel poisoning) is well
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Figure 7. Temperature response on startup for fresh and poisoned Ni/Kieselguhr for
benzene hydrogenation (41). CsH, feed = 16 mol % .

; 6-PP5
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Figure 8. (a) Wandering hot spots in startup experiments. 1SI and 6U1 for s — 1, 6P5
for s = 0.4, 2DEF?2 for s = 0.16 (41); (b) relsg%ts ¢))f simulation of startup experiment for
41).

s=0U.

In Chemical Reaction Engineering Reviews—Houston; Luss, D., € a;
ACS Symposium Series; American Chemical Society: Washington, DC, 1978.



Publication Date: January 19, 1978 | doi: 10.1021/bk-1978-0072.ch009

9. BUTT AND BILLIMORIA  Catalyst Deactivation 303

identified and there is less uncertainty about appropriate models
to use. In fact, all parameters of the system, kinetics, trans-
port and poisoning, were measured in separate experimentation (39)
and an attempt was made to simulate the steady state and unsteady
state temperature profiles (both intraparticle and interphase) on
an a priori basis. Typical results are shown in Figure 8b; the
results seem moderately encouraging; however, it was still nec-
essary to adjust the values of catalyst effective diffusivity by
50% to obtain the fit shown.

Reactor Modeling

An important development over the past few years is the large
increase in those investigators who have been willing to determine
the kinetics of deactivation in various reaction systems, mostly
by coking, and then incorporate this information into appropriate
models to interpret or predict integral reactor performance. Most
of this has been done for fixed beds but important examples treat
moving and fluidized beds as well.

Particularly thorough studies of two systems, isomerization
of n-pentane on Pt-reforming catalysts and dehydrogenation of
1l-butene on Cr,0 /A1 2035 have been provided by Froment and co-
workers (48,49, 58 Space precludes a complete discussion; here
we summarize the n-pentane results. In (48) experiments were con-
ducted in a fixed-bed at 2.5 atm, (H /n-pentane) from 1.0 to 1.6,
and temperature from 388 to 427°C. The reactor was designed so
that gas samples could be removed from different sections of the
bed, however coke on catalyst could be measured only at the end of
a run. Separate experiments were run at high H,/n-pentane to
determine the intrinsic kinetics in the absence of coking (3.

In Figure 9 are given the experimental coke and n-pentane profiles
measured at 388°C. The reaction scheme proposed was:

nsCsei- G (1v)
coke hydrogenated products

in accord with the observed coking data. Under the assumption of
constant density, isothermal operation, and no change in the
number of moles, the following model was set up:

oy oy p, Qd
n-pentane : S?A S;A =--2 T Ta 12)
T
dy dy p, 0 d
hydrocracking : SEE + S;E = _E_F__R Ty 13)
T
3¢ ¢ Qd Pr
coke : = = —P— r, (14)

At '1'

with the kinetics of reaction and coking represented by:
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(o]
ky [y, - yg/K]

r, = (from reference (51)) (15)

1 Y + KByB

T, = o+ 0.5 L S r, (16)
where -EH was fit to the equation:

k /y )"
r, = kg O,y an
n t'FTRT

and r = k. (v,/y) 2, Dimensionless time = 355;E; (18)

Separable deactivation kinetics were incorporated into the model
via:

= o °
kI = kI s
= 0 .
kH kn s (19)
k = kO s
c c
- C0.5
with s = e (s identical for all rate functionms).

In the notation above ¢ is void fraction, () reactor cross section,
d particle diameter, P, total pressure, F_ total feed rate, and
S¥a conversion factor ?gr moles n-C./wt cokz From experimental
data obtained under coking conditioRs the model parameters were
determined with typical results given in Table 2. The absolute

Table 2. Parametric Values from Integral Reactor Modeling:
n-Pentane Isomerization on Pt/A1203. (48)

Tem . o o

(oc) o kI kl?l n1 k c nz
427 14.6 0.091 0.052 7.1 0.0022 1.9
413 17.5 0.087 0.067 4.8 0.0016 1.8
402 17.7 0.089 0.037 12.0 0.0020 2,2
388 15.0 0.026 0.025 11.0 0.00054 3.9

values shown are perhaps not as of much interest as their trends
with temperature; in particular ¢ and n, are nearly temperature
independent while n, is not. The value of k° evaluated from this
fit under coking conditions was in agreement with prior work (51)
and obeyed an Arrhenius correlation. Confrontation of the
experimental and computed results with these parameters is given
in Figures 9a and 10. The fact that y and n, are independent of
temperature tends to lend ex post facto support to the use of
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Figure 9. (a) Wt. % coke on catalyst after 11 hr for tgﬂerent space velocities (48); (b)
experimental n-pentane mole fractions vs. time at different space velocities (48)
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separable kinetics in modeling of deactivation by coking.

In a second study of the n-pentane system, De Pauw and
Froment (49) conducted a similar series of experiments but at much
higher Hz/n-pentane ratios. Under these conditions they found
coke profiles just the opposite of Figure 9a (i.e., increasing
with W/FQ) and it was necessary to increase the complexity of the
reaction model to interpret the data:

hydrocracked
products

—
54—-—‘;'05 A

coke

This schema is interesting since it admits the simultaneous deac-
tivation of both hydrocracking and isomerization functions, as
well as coke formation from reactants and products. A rather
complicated expression was fit to separate thermobalance experi-
ments on the rate of coke formation, and the effect of deactiva-
tion on kinetics again taken to be separable with s a negative
exponential in coke content. Satisfactory fits to the data were
obtained; different values for o for the isomerization and hydro-
cracking functions were obtained and in this case they were
temperature dependent.

The results above for n-pentane are representative and indic-
ative of a number of efforts at detailed modeling of reactors and
reactions under conditions of coke formation. Yet, they are para-
meter-fit models which explain certain regions of experimentation
very well and are undoubtedly useful for interpolation. What
about extrapolation? For that purpose one would wish to have all
parameters of a reasonable model determined in separate experimen-
tation and confrontation with experiment accomplished on an a
priori basis; if reasonable agreement is obtained model extrapo-
lations may not be so uncomfortable. This has been accomplished
in large measure for 1l-butene dehydrogenation over Cr 0 /Al 0 by
Dumez and Froment (50). The model used is complex, accounting for
diffusional as well as kinetic and coking effects, and a large
amount of independent experimentation was required to determine
the kinetic and deactivation parameters; excellent agreement was
obtained between experimental and computational results. On the
basis of this success, Dumez and Froment also report the simula-
tion of an industrial scale reactor for butene hydrogenation.

Catalyst coking and integral reactor performance studies in-
volving parametric fitting, similar to (48), have been carried out
for a number of other reaction/catalyst systems and are summarized
in Table 3. Although individual details vary among the various
investigations, they share in common the mechanism of deactivation
via coke formation. In summary one might conclude that the devel-
opment and testing of reliable interpolation models for coking
effects on reactor performance represents an important advance in
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the state of the art over the past eight years.

Detailed reactor modeling studies of dynamics as they are in-
duced by or influenced by poisoning are reported by Blaum (52),
and some experiments in which parallel poisoning is the mechanism
of deactivation have been reported by Weng, et al. (53) and Price
and Butt (54) for benzene hydrogenation on Ni/kieselguhr with
thiophene poison. These studies were also attempted on an a
priori basis similar to that of Dumez and Froment, with the many
kinetic, reactor and poisoning parameters determined in separate
experimentation (39,53). Both adiabatic and nonadiabatic operation
were investigated; a characteristic of either type of operation
for this highly exothermic reaction with rapid, irreversible poi-
soning is the formation of a moving reaction zone which passes
through the catalyst bed with continuing time of operation. This
is observed experimentally as a moving hot spot in nonadiabatic
reaction or a moving thermal front in adiabatic reaction, as shown
in Figure 11. Corresponding to the exit - of the reaction zone
from the bed is a catastrophic decrease in conversion. Modeling
of the system can be carried out at several levels of effort, i.e.,
simple bed life, rate of motion of the thermal front, or detailed
shapes and dynamics of the temperature profiles. The latter was
attempted in both cases (53,54); it was found necessary to use a
one-dimensional dispersion model for the energy balance, while a
simple plug flow model was sufficient for the mass conservation
relationships. The kinetics of main reaction and poisoning were
correlated by:

a exp(-E3/RT)Cp

-rB = . 8 (20)
1+b exp(Q/RT)CB
ds
Ty T T T kg exp(-Ea/RT)CT .8 (21)
and
L= My (22)

where E;, Q and E, express temperature dependence of main reaction,
adsorption and poisoning respectively, Cp and Cp are concentra-
tions of benzene and thiophene, rp the rate of uptake of thiophene
per unit weight of catalyst, and M the total adsorption capacity
of catalyst for thiophene. It is seen the poisoning kinetics are
modeled as separable, and with this formulation it was found (53)
that the simulation was extremely, even unreasonably, sensitive to
the value of the parameter M,. Similar results pertain to the
simulation under adiabatic conditions (results for both cases are
also given in Figure 11). Such parametiic sensitivity with
respect to the poisoning parameter indicates possible inadequacies
in the separable model. Hopefully we will see some experimental
studies of this in the near future.
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Figure 11. Experimental and computed temperature
profiles for a fixed bed reactor, parallel poisoning. (a)
Hot spot migration, nonisothermal. Proilles at 60 min
intervals (1 = 0 min). 4.3% CH,, thiophene/Cs = 5.65
X 1073, x 7 = mole fractions, 8, = fraction sites remain-
ing (53); (b) active front migration, adiabatic. Profiles at
30 min intervals. 1.4% CH;, 0.032% thiophene. Solid
lines computed (54).
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A Case History: Coking in Catalytic Cracking

Various members of the Mobil Research and Development Corp.
have treated us over the years to a number of discussions on var-
ious aspects of their lumping, deactivation and reactor models for
catalytic cracking. Some of this work was considered in the pre-

" vious review (1), and we have done our own type of lumping in the

form of entry 8 in Table 3 for work through 1971. The state of
the art to that point may be summarized, perhaps too concisely, by
the results given in Figures 12a and b. Good correlation of the
activity of a large range of catlysts for feedstocks varying wide-
ly in composition was obtained simply on the basis of aromatic to
naphthene weight ratio. Gross, et al. (75) subsequently extended
this work in a thorough study of the cracking of three different
feed stocks on zeolite catalysts in both fixed and fluidized beds.
Their results confirmed that catalyst decay was independent of the
reactor type, that gasoline selectivity was essentially the same
in both reactors, and that the fixed bed was more efficient than
the fluid bed. Such behavior was all predicted by the approaches
developed previously, so the work of Gross, et al. stands as a
rigorous test of those reactor and catalyst decay models.

The interesting point in Figure 12 is the failure of the cor-
relation for the two feeds indicated as PC 32 and PA 37. These
differed from all other feeds used in the correlation in that they
were recycle stocks, and further experimentation revealed that the
correlation failed as well for stocks containing poisons such as
basic nitrogen compounds. This was investigated by Voltz, et al.
(76) using the lumping, decay and reactor models of prior work.
MCGO, MCGO plus quinoline, FCC fresh, and FCC with varying amounts
of recycle were studied. MCGO plus quinoline (0.1% wt) only
siightly reduced the catalyst decay constant at 900°F but reduced
the rate constants for overall cracking and gasoline formation by
about 50%; some decrease in gasoline selectivity was also noted.
The addition of recycle stock to FCC fresh feed also had pro-
nounced effects: at 507 recycle addition the rate constants for
both overall cracking and gasoline formation decreased sharply
while the gasoline cracking rate constant increased by a factor of
10. 1In both cases the alteration of feed stocks had profound
effect upon the activation energy of the gasoline cracking reac-
tion, increasing from a nominal value of 10 kcal/mole for MCGO to
about 40 kcal/mole for MCGO plus 0.1% quinoline, and 23.5 kcal/
mole for FCC plus 30% recycle stock.

Clearly the action of quinoline is to poison the acidic sites
active for cracking; the deactivation model anticipated coking
only and is clearly not capable of correlating results due to im-
purity poisoning. Recycle stocks differ from fresh feed primarily
in the fact that their aromatic content is higher; also these
aromatics in general do not have substituent groups, which in some
way may account for their different reactivity in cracking.
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Recently Jacobs, et al. (77) have set forth a lumping scheme which
accounts in detail for the individual reactions of paraffins,
naphthenes, aromatic rings, and aromatic substituent groups in
both light and heavy fractions. This is shown in Figure 13. The
major alteration, aside from the increased complexity, from the
prior three lump scheme (Table 3) is with respect to aromatic
rings with no substituent groups: these do not form gasoline and
can crack ultimately only to the C lump. In addition, all reac-
tions are treated as first order with an inhibition term for the
adsorption of heavy aromatic rings. The deactivation function is
still retained as separable but is more complex:

s = — o (23)
@™ a + 8t)Y

where @, B and y are deactivation parameters, P is oil partial
pressure, and t_. catalyst residence time. The effect of nitrogen
is also treated as an adsorption inhibition and the resultant
function used as a scalar multiplier on the rate constant matrix.
The overall scheme is demonstrated to provide excellent correla-
tion of results with a seemingly endless range of feedstocks,
catalysts, and reaction conditions.

Another substantial body of work dealing with cracking reac-
tions has been reported over the past several years by Wojciechow-
ski and coworkers. Results with cumene cracking over La-Y zeolite
catalyst are summarized in entry 9 of Table 3. Catalyst deactiva-
tion in these studies is also treated as separable, but an hyper-
bolic function of time on stream is used for correlation of
activity. The use of this type of correlation for a number of
applications was summarized in a 1974 review (70). Since that
time, in addition to recent work on cumene cracking (69) the
model has been applied to an extensive series of studies on the
cracking of gas oil distillates (71,72,73,74), as well as being
employed in the correlation of Jacobs, et al. (77).

Another Case History: Coking of Nickel Catalysts

The mechanism of coke formation on various types of nickel
catalysts during CO or CH,, decomposition, or during steam reform-
ing of hydrocarbons, has been a topic of intensive investigation
during the past few years. Rostrup-Nielsen (78) investigated the
decomposition reactions in the range 450-700°C; one would expect
that coke originating from these decompositions could be con-
trolled thermodynamically by operating with excess steam; however
there has been uncertainty over the years concerning chemical
equilibrium in these reactions (79,80,81). Hofer, et al. (82) had
found via electron microscopy that the coke deposited on Ni was in
the form of tubular, whisker-like threads; subsequent studies
(83,84) have revealed two structures, Ni3c (carbidic) and graphite
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Figure 12. Correlation of cracking kinetics with feed aromatic/naphthene (65). (a)
Overall gas—oil cracking; (b) gasoline formation.
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Figure 13. A ten lump model for the kinetics of catalytic cracking
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(whiskers) with the graphite structure decomposing above about
400°C. Rostrup-Nielsen (78) found that equilibrium constants
varied from catalyst to catalyst, but were correlated with Ni
crystallite size; further, the dimensions of the tubular graphite
structures were similar to the associated crystallite.

Steam reforming of hydrocarbons on supported Ni is an inter-
esting and very complicated system. The major reactions to be
considered are:

CoHy + NHy0 —> nCO + (n + 9) H,
CO + Hy —> COp + Hy (V1)
CO + 3H, —> CH, + H,0

with coke deposition possibly via:
CH, —> C + 2H,
20> C + 21-[2 (VII)
Cpylly —> polymer — coke

Many workers have dealt with catalytic properties as they affect
VI and VII. For coking it is generally agreed that both metal and
acidic functions are involved; the incorporation of alkali or the
use of less acidic supports retards coke formation (85,86,87).
Kinetics of coke formation are reported to be nearly first order
in hydrocarbon (for n-hexane) (88), and normally decrease with in-
creasing steam/hydrocarbon ratio and increase with increasing un-
saturation (86,89). A maximum in coke formation .rate in the re-
gion 500-600°C has been observed (86,88), but there is some dis-
agreement concerning the effect of hydrogen partial pressure on
coking rates (86,90).

There are some interesting aspects to coke formation in the
steam reforming reaction. First is the observation of an induc-
tion period for coke formation, shown in Figure l4a for n-heptane
at 500°C (86), strongly dependent upon steam/C ratio. This has
been noted for other hydrocarbons as well (91). Correlation of
coke on catalyst in this instance can be provided by:

C. = ko(t - ty) (24)

with t, the induction time. Figure 14b shows the strong inhibi-
tion of coke formation with increase in steam/carbon (decrease in
Ec), with an accompanying increase in induction time. An increase
in hydrogen partial pressure increased coking rate (86). The
correlation of Eq. (24) is obviously quite different from the
familiar Voorhies form, and the thermal dependence much greater
than that observed for Voorhies-type systems. Rostrup-Nielsen
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(86) reports an activation energy of 40 kcal/mole compared to the
10 kcal/mole or less for coke formation on cracking catalysts (1l).

A second factor is the relatively small dimunition in activ-
ity on coke formation in these catalysts, demonstrated by specific
experiments in (86) for two catalysts containing 4.5 and 11.0 wt %
coke on catalysts., The reason for this is not clear, but may
reside in the tendency for carbon to segregate on nickel surfaces
(92,93) or be due to the fact that a carbidic phase such as Ni,C
is the active catalytic surface under reaction conditions (84)°

Coke formation reactions reported above in VII may be more
complex than realized previously. In very recent work on steam
reforming of n-hexane, Bett, et al. (94) conclude that carbon for-
mation may result from interaction of unreacted hexane and the
products of secondary cracking reactions, or from unstable inter-
mediates in the cracking process. A selection of other thoughts
concerning the mechanism of coke formation in reforming on Ni
would include the works of Whalley, et al. (95), Presland and
Walker (96), and Renshaw, et al. (97).

Carbon deposition on nickel catalysts for reactions other
than steam reforming has also been studied extensively in recent
years. The interaction of light hydrocarbons on Ni foils at 400-
600°C has been investigated by Lobo and Trimm (98), and the pyrol-
ysis of olefins on Ni foils at 400-750°C by Rostrup-Nielsen and
Trimm (99). In the pyrolysis reactions the coking rates pass
through a maximum, as with steam reforming, in the range 500-600°C.
The kinetics of reaction are complex; below about 500°C the
apparent activation energy is 32 ¥ 2 kcal/mole for all olefins and
the reaction is zero order. Above 600°C the activation energy is
ca. -44 kcal/mole and the reaction order is unity for both olefin
and hydrogen. Similar results have been reported by Derbyshire
and Trimm (100). A number of reasons including regasification
(85,101), coke deactivation (101), poisoning by hydride formation,
and competitive adsorption-surface diffusion phenomena (99,100)
have been set forth to explain these kinetics.

Finally, there is a rather unique type of coking of supported
Ni under certain conditions which leads to catastrophic destruc-
tion of the physical structure (i.e., reduction to dust). Kiovsky
(91) has reported this phenomenon in some detail for low surface
area (~ 10 m“/g) supported Ni (10% wt), used for production of
annealing gas via 0, + CH . In one test, a commercial Norton
NC-100 formulation %n the form of 1 in diameter rings was com-
pletely destroyed within eight hours under partial oxidation con-
ditions with inlet temperature of 1010°C, 3/1 air/CH, mole ratio
and 400 hr-l space velocity. Operation at higher SV (800 hr-l)
resulted in no destruction. Physical degradation was accompanied
by coke formation, but an induction period was observed in all
cases before destruction occurred; the catalyst could be com-
pletely regenerated by air ox1dation if time on stream were less
than the induction period. Some typical data are shown in Figure
15a for experiments at 730 hr-l, 490°C, with a toluene-saturated
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methane at two different air/hydrocarbon ratios. Survivors are
defined as the number of catalyst pieces in the original charge
retaining at least 807 of their original mass; typical coke
levels are only on the order of 3-5 wt % while destruction is
occurring and it is clear that the kinetics of the process are
relatively rapid. Initial crush strength was not well correlated
with survival rate, but the induction period was increased and
rate of destruction decreased by reducing catalyst external sur-
face area per volume and reducing median pore diameter. The
latter effect is shown in Figure 15b for two catalysts; ‘new”,
with pore diameter 5y, and "standard", 17u. The ability of coke
formation to destroy the physical structure of the catalyst is
surprising, but hardly equivocal.
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Appendix

Two occupational hazards associated with the writing of
reviews such as this are the inadvertent oversight of particularly
germane literature and the publication of relevant work in the
period between completion and publication of the review. We have
examples of both here.

In the text we commented upon the possible inadequacies of
the separable form of representation for deactivation kinetics.

In fact, Bakshi and Gavalas (1lA) have demonstrated this experi-
mentally for methanol and ethanol dehydration on §109/A1,0 at
150-225°C, poisoned by n-butylamine. The kinetics of reaction
were correlated by:

k K,C,*%

(-rp) = 1 (14)
L+ K Cp” + KBy

for both the fresh and deactivated catalyst, but the adsorption
constants K and Ky varied with extent of deactivation which is
not as the sepaf‘%le formulation would have it. Such changes
were interpreted as a manifestation of the nonuniformity of sur-
face sites, as we have suggested in Eq. (1). Kam, et al. (2A)
have also used a rate expression of the form of Eq. (1A) in a
theoretical analysis of isothermal, intraparticle fouling involv-
ing combined series and parallel fouling. The results of the
combined mechanism are contrasted with those pertaining to the
individual steps alone.
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An example of structure sensitivity in deactivation is found
in the work of Ostermaier, et al. (3A) for 2-15 nm Pt/Al,03 and
Pt black in ammonia oxidation at 368-473°K. The effects of crys-
tallite size and temperature in deactivation were investigated;
it was found that the extent of deactivation increased with de-
creasing temperature, and there was a difference in the Arrhenius
behavior between sintered and unsintered materials. Deactivation
was more severe with smaller crystallites, but the surface could
be completely reactivated by at 673°K. It was suggested that
PtO was the deactivated surface, and an excellent correlation of
activity was provided by:

dN = KDN (24)
N
with N — 0 (38)
1+ NOKD t

where N is density of sites, Kp a rate constant for deactivation,
and N, an initial site density.

In recent work Hegedus and Summers (4A) have investigated the
poisoning of noble metals supported on Al 0, by lead and phospho-
rous in the oxidation of carbon monoxide ang hydrocarbons. The
parameters studied were pore structure, support area and
impregnation depth. Correlations are given for poison penetra-
tion and effectiveness as a function of time of operation. As in
the case of coking via the parallel mechanism, the overall cata-
lyst life can be optimized by manipulation of the macropore struc-
ture. Designing for a given diffusional limitation in the fresh
catalyst retards the rate of the main reaction but also retards
penetration of poison into the catalyst matrix, hence an optimum
may be sought for maximum time-averaged effectiveness.

Finally, Mikus, et al. (5A) have reported studies of fixed
bed reactor transients for CO oxidation on Pt/A1203 (0.1% Pt)
with CS, poison. Their experimental results are in qualitative
agreement with the computations of Blaum (52) and Ervin and Luss
(6A), but no simulations are reported in the paper. The tempera-
ture profiles reported have a cruious shape for what is reported
to be an adiabatic reactor.
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